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1 Introduction

In the theory of noncommutative probability, there exist different notions of independence that
replace in a noncommutative context the classical notion of independence of random variables in
a probability space (Ω,F ,P). By defining in a precise way what a good notion of independence
should be, we find that there are only five such notions [2, 15, 18]: tensorial, free, Boolean,
monotone and anti-monotone. Free independence was introduced by Voiculescu [20]. It is the
most studied one and has fruitful relations and applications with other branches of mathematics,
such as combinatorics and random matrix theory.

For many notions in classical probability theory, it is possible to find the respective non-
commutative counterpart for each of the distinct noncommutative notions of independence. For
example, we have convolutions as well as central limit theorems for the aforementioned five
notions of independence. One of the most important concepts is that of cumulants, which have
proven to provide the major tool in the combinatorial study of noncommutative probability.

Cumulants are combinatorially defined implicitly in terms of the so-called moment-cumulant
relations

mn =
∑

π∈NC(n)

rπ (free case),

mn =
∑

π∈Int(n)

bπ (Boolean case),

mn =
∑

π∈NC(n)

1

t(π)!
hπ (monotone case).
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Here the sums are over certain lattices of noncrossing partitions, which allow expressing the
moments as polynomials of the cumulants; see Section 2 for the precise definitions. For the
free and Boolean case, it is possible to invert the corresponding formulas via general Möbius
inversion on the corresponding partially ordered sets in order to obtain formulas that express
free and Boolean cumulants in terms of the moments

rn(a1, . . . , an) =
∑

σ∈NC(n)

Möb(σ, 1n)φσ(a1, . . . , an), (1.1)

bn(a1, . . . , an) =
∑

σ∈Int(n)

(−1)|σ|−1φσ(a1, . . . , an), (1.2)

where Möb stands for the Möbius function on the incidence algebra of noncrossing partitions.
However, this cannot be performed for the monotone analogue since the coefficients 1

t(π)! do not
satisfy certain multiplicative conditions required for Möbius inversion.

There has been some interest in finding an explicit formula for expressing monotone cumulants
in terms of moments using noncrossing partitions. To be specific, one is interested in finding
coefficients α(π) for any noncrossing partition π such that a formula of the form

hn =
∑

π∈NC(n)

α(π)mπ, (1.3)

holds for each n ≥ 1.
In this paper, we propose instead to use the viewpoint of Josuat-Vergès, Menous, Novelli, and

Thibon put forward in [14], where these authors introduce a Hopf algebra HS(A) of decorated
Schröder trees to rewrite formula (1.1) as a sum over of Schröder trees. Our main result gives
an analogous formula for expressing monotone cumulants in terms of the moments as a sum
indexed by Schröder trees. See Sections 4 and 5 for the precise definitions appearing in the
formulas.

Theorem 1.1. Let (A, φ) be a noncommutative probability space and let {hn : An → C}n≥1 be
the family of monotone cumulants of (A, φ). Then, for any n ≥ 1 and elements a1, . . . , an ∈ A,
we have that

hn(a1, . . . , an) =
∑

t∈ST(n)

ω(sk(t))φπ(t)(a1, . . . , an), (1.4)

where ST(n) denotes the set of Schröder trees with n+1 leaves and, for a Schröder tree t, sk(t)
denotes the so-called skeleton of t, and ω(sk(t)) is the Murua coefficient associated to sk(t).

We remark that (1.4) may be rewritten in the form of (1.3) by regrouping the trees according
to which π ∈ NC(n) satisfies that π(t) = π. Thus (1.4) may be seen as a refinement of the
desired formula (1.3) (see Corollary 5.12 for the precise statement).

Our approach is based on a series of recent papers by Ebrahimi-Fard and Patras [5, 6, 7, 8, 9],
where the authors have developed a Lie-theoretical framework for cumulants in noncommutative
probability. In such a picture, the relations between moments and the different types of cumu-
lants can be explained analogously to the relation between a Lie algebra and its corresponding
(Lie) group. More precisely, given a noncommutative probability space (A, φ), we can consider
a Hopf algebra H given by the double tensor algebra defined over A, and a character Φ: H → C
extending the linear functional φ. The free, Boolean, and monotone cumulant functionals can
be identified with certain infinitesimal characters κ, β and ρ defined on H, respectively. The
important feature of H is that its coproduct splits into two half-coproducts, providing two
non-associative products ≺ and ≻ on the algebraic dual H∗, such that (H∗,≺,≻) is a unital
noncommutative shuffle algebra [5].
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Within this framework, the relations between moments and free, Boolean, and monotone
cumulants are encoded by the three exponential maps E≺, E≻ and exp∗ associated to ≺, ≻ and
the associative product ∗ of H∗, respectively:

Φ = E≺(κ), Φ = E≻(β), Φ = exp∗(ρ).

We observe that in this context, the problem of expressing the monotone cumulants in terms
of the moments is simply equivalent to computing the logarithm with respect to the associative
product ρ = log∗(Φ). However, finding a closed formula in terms of noncrossing partitions is not
obvious from this relation.

Organization of the paper

In addition to the preceding introduction, this paper is organized in the following way. Section 2
contains the notations and definitions of the basic combinatorial objects of noncommutative
probability, such as noncrossing partitions, monotone partitions, and the forest of nesting of
a noncrossing partition. With this, we can give a precise definition of cumulants for free, Boolean
and monotone independence. In Section 3, we explain the main ideas for the Hopf algebraic
approach of Ebrahimi-Fard and Patras. In particular, we give an explicit definition of the
shuffle algebra of interest, as well as describe the link with the moment-cumulant formulas. In
Section 4, we present the Hopf algebra of decorated Schröder trees together with the shuffle
algebra associated to it. Section 5 is devoted to the main result of this paper: we prove two
combinatorial lemmas, and as a consequence, we get Theorem 1.1. Finally, in Section 6, we
obtain the Boolean counterpart of the moment-cumulant formula in terms of Schröder trees.

2 Moment-cumulant relations in noncommutative probability

2.1 Noncrossing partitions

Partitions and noncrossing partitions are fundamental objects in the combinatorial study of
noncommutative probability theory.

Definition 2.1.

1. Recall that a noncrossing partition of [n] = {1, . . . , n} is a set partition π = {V1, . . . , Vk}
of [n] such that there are no elements a < b < c < d in [n] such that a, c ∈ Vi and b, d ∈ Vj ,
and i ̸= j. The elements of π are called the blocks of π. We denote by NC(n) to the set of
noncrossing partitions of [n].

2. We say that π ∈ NC(n) is irreducible if both 1 and n belong to the same block in π. We
will write NCirr(n) to denote the set of irreducible noncrossing partitions on [n].

3. An interval partition is a noncrossing partition π ∈ NC(n) such that all its blocks are of
the form {k, k + 1, . . . , k + l} for some 1 ≤ k ≤ n and 0 ≤ l ≤ n − k. The set of interval
partitions of [n] is denoted Int(n).

The set NC(n) is endowed with a poset structure as follows: for two partitions π, σ ∈ NC(n),
we say that π ≤ σ if and only if every block in π is contained in a block of σ. This order is
called the reverse refinement order on NC(n). It provides a lattice structure on NC(n), with
maximal element being the partition into a single block, 1n = {{1, . . . , n}}, and the minimal
element consisting of n blocks, 0n = {{1}, . . . , {n}}.

For every noncrossing partition π = {V1, . . . , Vk} ∈ NC(n), we can define an order on
the blocks by stating that for Vis , Vit ∈ π, Vis ≤ Vit if only if Vit is nested in Vis , i.e.,
a ∈ [minVis ,maxVis ] for any a ∈ Vit . It is clear that the maximal elements in π are the
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1 2 3 4 5 6 1 2 3 4 5 6

a) Crossing partition b) Noncrossing partition

1 2 3 4 5 6 1 2 3 4 5 6

c) Irreducible partition d) Interval partition

Figure 1. Different types of set partitions of the set [6] = {1, . . . , 6}.

interval blocks. Given a minimal block V ∈ π ∈ NC(n), we say that π′ := {W ∈ π : W ≤ V }
is an irreducible component of π. In other words, π′ is a noncrossing partition obtained by
restricting π to the interval [min(V ),max(V )]. It is clear then that π has a unique irreducible
component if and only if π is an irreducible noncrossing partition.

Associated to an irreducible noncrossing partition π ∈ NCirr(n), we can construct a rooted
tree t(π) with |π| = k vertices. The vertices of t(π) are decorated by the blocks of π, and there is
a directed edge from a vertex v to a vertex w if and only if the corresponding block V associated
to v covers the block W associated to w, i.e. V < W and there is no other block U ∈ π such that
V < U < W . The tree t(π) is called the tree of nestings of π. For the general case of π ∈ NC(n),
we define the forest of nestings of π, also denoted by t(π). It consists of the ordered forest of
rooted trees of nestings of the irreducible components of π, where the order of the irreducible
components is given by the total order determined by the minimum element of each component.

The tree factorial is recursively defined for any rooted tree t by t! = 1 if t is the rooted tree
consisting of a single vertex. Otherwise, if t is a rooted tree that can be obtained by grafting
the subtrees s1, . . . , sm to the root vertex, i.e., t = [s1, . . . , sm], then t! = |s|s1! · · · sm!. Here, the
degree |t| = 1+ |s1|+ · · ·+ |sm| of t is its number of vertices. Finally, if f is a forest formed by
rooted trees t1, . . . , tm, we define f ! := t1! · · · tm!.

π=
1 2 4 6

, t(π)=

1

2 4

6

σ=
1 2 4 6 7

, t(σ)=
1

2

4

6 7

Figure 2. Noncrossing partitions π and σ together with their respective forest of nesting t(π) and t(σ).

Each vertex of the forest is decorated with the minimal element of their associated block in the partition.

2.2 Cumulants in noncommutative probability

As stated in the introduction, cumulants are an important tool for dealing with noncommutative
notions of independence. Before recalling the definition of cumulants, we fix some notation.

Definition 2.2. Let A be a vector space and let {fn : An → C}n≥1 be a family of multilinear
functionals. For each π ∈ NC(n) and elements a1, . . . , an ∈ A, we denote

fπ(a1, . . . , an) :=
∏
V ∈π

f|V |(a1, . . . , an|V ),

where for V = {i1 < · · · < is}, f|V |(a1, . . . , an|V ) := fs(ai1 , . . . , ais).
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A noncommutative probability space is a pair (A, φ) where A is a unital algebra over C and
φ : A → C is a unital linear functional such that φ(1A) = 1, where 1A is the unit of A. In this
note, we are not assuming that A or φ have any additional structure, for instance, the existence
of an involution on A or positivity of φ. Let (A, φ) be a noncommutative probability space.
Associated to it, we can construct a family of multilinear functionals {φn : An → C}n≥1 by the
defining φn(a1, . . . , an) := φ(a1 · · · an), for any n ≥ 1 and a1, . . . , an ∈ A. Note that a1 · · · an is
a product in A. The definition of cumulants can be stated as follows.

Definition 2.3. Let (A, φ) be a noncommutative probability space.

� Free cumulants are the family of multilinear functionals {rn : An → C}n≥1 recursively
defined by [17]

φn(a1, . . . , an) =
∑

π∈NC(n)

rπ(a1, . . . , an). (2.1)

� Boolean cumulants are the family of multilinear functionals {bn : An → C}n≥1 recursively
defined by [19]

φn(a1, . . . , an) =
∑

π∈Int(n)

bπ(a1, . . . , an). (2.2)

� Monotone cumulants are the family of multilinear functionals {hn : An → C}n≥1 recur-
sively defined by [11]

φn(a1, . . . , an) =
∑

π∈NC(n)

1

t(π)!
hπ(a1, . . . , an). (2.3)

Formulas (2.1), (2.2) and (2.3) are called the free, Boolean and monotone moment-cumulant
relations, respectively.

3 Shuffle approach for noncommutative probability

In this section, we briefly describe the Hopf-algebraic framework of Ebrahimi-Fard and Patras
developed in a series of recent articles [5, 6, 7, 8, 9]. The key ingredient in the group-theoretical
framework of Ebrahimi-Fard and Patras is an unshuffle (or codendriform) structure on the double
tensor algebra defined over A. More precisely, given a noncommutative probability space (A, φ),
we consider the double tensor algebra

T (T+(A)) =
⊕
n≥0

T+(A)⊗n, where T+(A) =
⊕
n≥1

A⊗n.

In the following, we will omit the tensor symbol when denoting elements of T+(A), that is, we
consider them as words w = a1 · · · an ∈ A⊗n, where a1, . . . , an ∈ A. On the other hand, the
product of words in T (T+(A)) is denoted by the bar notation, w1| · · · |wm, where w1, . . . , wm

∈ T+(A). Observe that the empty word, denoted by 1, works as the unit for the bar product.
Moreover, T (T+(A)) has a multigrading and grading given by

T (T+(A))n1,...,nk
:= T+(A)⊗n1 ⊗ · · · ⊗ T+(A)⊗nk ,

respectively,

T (T+(A))n :=
⊕

n1+···+nk=n

T (T+(A))n1,...,nk
,
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for any n, n1, . . . , nk ≥ 1. Additionally, we consider the algebra morphism ϵ : T (T+(A)) → C
defined to be zero on the augmentation ideal T+(T+(A)) =

⊕
n≥1 T+(A)⊗n and ϵ(1) = 1.

In order to describe the desired Hopf algebra structure on T (T+(A)), we have to present the
coproduct. To this end, we describe the following notation. Given a subset S ⊆ [n] := {1, . . . , n},
we define the connected components of [n]\S as the set of maximal intervals contained in [n]\S.
Now, given a word w = a1 · · · an and a subset S = {s1 < · · · < sr} ⊆ [n], we define

aS = as1 · · · asr ,

with the convention that a∅ = 1 (the unit of T (T+(A))). Also, if J1, . . . , Jr be the connected
components of [n]\S ordered according to their minimum element, we denote

aJS
[n]

= aJ1 | · · · |aJr .

With the above notations, we can state the desired coproduct: let ∆: T (T+(A)) → T (T+(A))⊗
T (T+(A)) the algebra morphism defined by ∆(1) = 1⊗ 1 and

∆(a1 · · · an) =
∑
S⊆[n]

aS ⊗ aJS
[n]
. (3.1)

Example 3.1. For n = 4, we have

∆(a1a2a3a4) = a1a2a3a4 ⊗ 1+ a1 ⊗ a2a3a4 + a2 ⊗ a1|a3a4 + a3 ⊗ a1a2|a4 + a4 ⊗ a1a2a3

+ a1a2 ⊗ a3a4 + a1a3 ⊗ a2|a4 + a1a4 ⊗ a2a3 + a2a3 ⊗ a1|a4 + a2a4 ⊗ a1|a3
+ a3a4 ⊗ a1a2 + a1a2a3 ⊗ a4 + a1a2a4 ⊗ a3 + a1a3a4 ⊗ a2 + a2a3a4 ⊗ a1

+ 1⊗ a1a2a3a4.

With the above definitions, we have the following result.

Theorem 3.2 ([5]). (T (T+(A)),∆, ϵ)) is a connected graded noncommutative and noncocom-
mutative Hopf algebra.

The fundamental observation of the authors of [5] is that the coproduct defined in (3.1) can
be split into two parts of the form

∆ = ∆≺ +∆≻,

where

∆≺(a1 · · · an) =
∑

1∈S⊆[n]

aS ⊗ aJS
[n]
, ∆≻(a1 · · · an) =

∑
1̸∈S⊆[n]

aS ⊗ aJS
[n]

for any word a1 · · · an ∈ A⊗n, n ≥ 1. Both maps can be extended to T (T+(A)) by stating that

∆≺(w1|w2| · · · |wn) = ∆≺(w1)|∆(w2| · · · |wn),

∆≻(w1|w2| · · · |wn) = ∆≻(w1)|∆(w2| · · · |wn),

for any words w1, . . . , wn ∈ T+(A).

Theorem 3.3 ([5]). (T (T+(A)),∆≺,∆≻) is a unital unshuffle bialgebra.
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Unshuffle bialgebras are also called codendriform bialgebras [10]. For details, including defi-
nitions and a proof of the above theorem, we refer the reader to [5, Theorem 5].

Theorem 3.3 permits to show that the algebraic dual of (T (T+(A)),∆, ϵ)) is a unital shuffle
algebra. More precisely, for f, g ∈ Lin(T (T+(A)),C), we can define the associative convolution
product dual to (3.1) by

f ∗ g = mC ◦ (f ⊗ g) ◦∆, (3.2)

where mC stands for the product on C. The above product has the counit ϵ as its unit. Since
we have a splitting of the coproduct ∆, we can also consider the respective dual half-shuffle
products associated to the half-unshuffle coproducts:

f ≺ g = mC ◦ (f ⊗ g) ◦∆≺, f ≻ g = mC ◦ (f ⊗ g) ◦∆≻.

Neither of the above products is associative. However, they satisfy the noncommutative shuffle
identities

(f ≺ g) ≺ h = f ≺ (g ∗ h), (f ≻ g) ≺ h = f ≻ (g ≺ h), f ≻ (g ≻ h) = (f ∗ g) ≻ h,

for any f, g, h ∈ Lin(T (T+(A)),C). In other words, we have:

Proposition 3.4 ([5]). (Lin(T (T+(A))),≺,≻) is a unital noncommutative shuffle algebra.

Recall that a map Φ ∈ Lin(T (T+(A)) is called a character if Φ(1) = 1 and Φ(w1|w2) =
Φ(w1)Φ(w2) for any w1, w2 ∈ T (T+(A)). Additionally, a map α ∈ Lin(T (T+(A)) is called an
infinitesimal character if α(1) = 0 and α(w1| · · · |wk) = 0 for any k ≥ 2 and any w1, . . . , wk

∈ T+(A). It is possible to show that the set G of characters on any Hopf algebra forms a group
with respect to the convolution product (3.2). On the other hand, the set g of infinitesimal
characters on any Hopf algebra forms a Lie algebra with respect to the Lie bracket [γ1, γ2] =
γ1 ∗ γ2 − γ2 ∗ γ1. From the general theory of Hopf algebras, the exponential map

g ∋ α 7→
∞∑
n=0

α∗n

n!
∈ G

is a bijection between g and G.

Recall that we have two more products, the half-shuffles ≺ and ≻, in the Hopf algebra
Lin(T (T+(A)),C). Thus we can consider the left and right half-shuffle exponential maps E≺
and E≻ given by

E≺(α) =
∑
n≥0

α≺n, E≻(α) =
∑
n≥0

α≻n,

for α ∈ Lin(T (T+(A)),C), where α≺n = α ≺ (α≺n−1), for n ≥ 1, and α≺0 = 1, and in an
analogous way for α≻n. It turns out that both half-shuffle exponentials also provide bijections
between g and G. The left and right half-shuffle logarithms, i.e., the inverse maps of the half-
shuffle exponentials, are denoted L≺ : G → g respectively L≻ : G → g. The content of the main
results in [5, 7] can be stated in the following theorem.

Theorem 3.5 ([5, 7]). For Φ a character, there exists a unique triple (κ, β, ρ) of infinitesimal
characters such that

Φ = exp∗(ρ) = E≺(κ) = E≻(β). (3.3)
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In particular, we have that κ and β are the unique solutions of the half-shuffle fixed point equa-
tions

Φ = ϵ+ κ ≺ Φ, (3.4)

respectively

Φ = ϵ+Φ ≻ β. (3.5)

Conversely, given α ∈ g, then exp∗(α), E≺(α) and E≻(α) are characters.

From (3.4) and (3.5) one deduces that the half-shuffle logarithms satisfy the shuffle equations
L≺(Φ) = (Φ− ϵ) ≺ Φ∗−1 = κ respectively L≻(Φ) = Φ∗−1 ≻ (Φ− ϵ) = β.

With the above machinery, we can effectively describe the moment-cumulant relations in
noncommutative probability in an algebraic framework. To this end, consider a noncommutative
probability space (A, φ) and the double tensor algebra T (T+(A)). The linear functional φ can
be lifted to a character Φ on T (T+(A)) in the following way: if w = a1 · · · an ∈ T+(A), we define
Φ(w) = φ(a1 · · · an) (recall that the product in the argument of φ is the product of the algebraA)
and extend this definition linearly and multiplicatively to a general element in T (T+(A)). In
general, given a family of multilinear functionals {fn : An → C}n≥1, we define the infinitesimal
character α ∈ g associated to the family {fn}n≥1 by α(w) := fn(a1, . . . , an) if w = a1 · · · an.
The next theorem states the link between noncommutative probability and the three bijections
appearing in Theorem 3.5.

Theorem 3.6 ([5, 7]). Let (A, φ) be a noncommutative probability space and let Φ: T (T+(A))
→ C the extension of φ to a character as described above. Let (κ, β, ρ) be the unique triple of
infinitesimal characters given in Theorem 3.5. Then for every word w = a1 · · · an ∈ T+(A), we
have that

κ(w) = rn(a1, . . . , an), β(w) = bn(a1, . . . , an), ρ(w) = hn(a1, . . . , an).

In other words, κ, β and ρ are the infinitesimal characters on T (T+(A)) associated to the free,
Boolean, and monotone cumulant functionals, respectively.

The previous theorem allows us to recover the moment-cumulant formulas in terms of non-
crossing partitions when we evaluate the equations in (3.3) in a word w = a1 · · · an ∈ T+(A):

E≺(κ)(a1 · · · an) =
∑

π∈NC(n)

rπ(a1, . . . , an),

E≻(β)(a1 · · · an) =
∑

π∈Int(n)

bπ(a1, . . . , an),

exp∗(ρ)(a1 · · · an) =
∑

π∈NC(n)

1

t(π)!
hπ(a1, . . . , an).

4 A Hopf algebra of Schröder trees

The second combinatorial object needed to explain our desired formula for expressing monotone
cumulants in terms of moments is a special case of planar rooted trees along with a rich associated
algebraic structure. The objective of this section is to describe a Hopf algebra on such rooted
trees and a coalgebra morphism that will allow lifting the problem of computing the shuffle
logarithm of the character Φ associated to a noncommutative probability space (A, φ).



Monotone Cumulant-Moment Formula and Schröder Trees 9

a) b) c) d) e) f)

g) h) i) j) k)

Figure 3. Schröder trees with four leaves. Internal vertices are black-coloured, while leaves are white-

coloured.

Definition 4.1. A Schröder tree is a planar rooted tree such that each of its internal vertices
has at least two descendants. For any n ≥ 0, we will denote by ST(n) the set of Schröder trees
with n+ 1 leaves.

Example 4.2. The following list contains the elements of ST(3):

Schröder trees were used extensively in reference [14] in order to describe the functional
equation between the moment series and the R-transform of noncommutative random variables
from an operadic point of view. The authors of [14] also introduced a Hopf algebra related to
their operad of Schröder trees and found relations with the works [5, 7]. The purpose of the
paper [14] is to understand the free cumulants as linear functionals on an unshuffle bialgebra
more general than the double tensor algebra.

The description of the aforementioned Hopf algebra is as follows: let HS be the noncommu-
tative polynomial algebra whose indeterminates are given by the elements of the set of Schröder
trees ST =

⋃
n≥0 ST(n). More precisely

HS = C⟨t : t ∈ ST⟩/(◦ − 1),

where we identify ◦, the unique element of ST(0), with the complex unit 1.
In order to describe the coproduct on Schröder trees, we have to consider the notion of

admissible cut on a tree t.

Definition 4.3. Let t be a Schröder tree. An admissible cut on t is a subset c of internal vertices
of t such that for any path from the root to any leaf, there is at most one vertex of the path
contained in c.

Given an admissible cut c, it is clear that the elements in c can be naturally ordered from left
to right according to their position in the Schröder tree. This natural order allows us to give
a well-defined coproduct.

Definition 4.4. Let t be a Schröder tree and c be an admissible cut of t.

i) We define the pruning of t associated to c as the ordered forest of Schröder trees Pc(t)
formed by the subtrees obtained by cutting the edge above each element of c.

ii) We define the trunk of t associated to c as the Schröder tree Rc(t) obtained by replacing
in t each subtree of Pc(t) by a leaf.

Remark 4.5. In the context of the previous definition, we should notice that if c is the admissible
cut only containing the root of a Schröder tree t, then we set Rc(t) = ◦ and Pc(t) = t.
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Remark 4.6. Observe that given an admissible cut c of a Schröder tree t, the trunk, Rc(t),
is a Schröder tree and the ordered forest, Pc(t), can be seen as a noncommutative monomial
in HS . Also, each element in Pc(t) has a unique vertex in c as its root.

With the above definition, the coproduct on HS can be defined as the algebra morphism
δ : HS → HS ⊗HS given by

δ(t) =
∑

c∈Adm(t)

Rc(t)⊗ Pc(t), (4.1)

for any Schröder tree t ∈ ST, where Adm(t) stands for the set of admissible cuts of t.

Remark 4.7. One should notice that Definitions 4.3 and 4.4 can be directly extended to the
case of Schröder forests, i.e., noncommutative monomials of Schröder trees. The multiplicative
of the coproduct δ is then represented by the fact that if f is a Schröder forest, then δ(f) is
defined with the same expression that of (4.1) but now considering the corresponding definition
of trunk and pruning of a Schröder forest f .

Example 4.8. We have the following simple computations of the coproduct δ:

δ

( )
= ⊗ + ⊗ + ⊗ + ⊗ + ⊗ .

For a tree t ∈ ST(n), we define the degree of t by deg(t) = n. More generally, for an ordered
forest of Schröder trees f = t1 · · · tm, we define

deg(f) = deg(t1) + · · ·+ deg(tm).

Furthermore, the algebra HS is graded, with the component HS(n) of degree n given by the
linear span of all ordered forests of degree n for every n ≥ 0.

Finally, for the counit, we consider the algebra morphism ϵ : HS → C given by

ε(t) =

{
1 if t = ◦,
0 if t ∈ HS(n) for n ≥ 1.

With the above ingredients, we have the following result.

Proposition 4.9 ([14]). (HS , δ, ε) is a connected graded Hopf algebra.

For our purposes of computing multivariate moments and cumulants of random variables, the
above Hopf algebra can be enhanced in order to consider decorations. Indeed, let A be vector
space over C and consider the tensor algebra T (A) =

⊕
n≥0A⊗n. Define the algebra given by

HS(A) =
⊕
n≥0

(
HS(n)⊗A⊗n

)
,

with the product being inherited by the algebra structures of HS and T (A). Now, consider an
element t ⊗ w ∈ HS(n) ⊗ A⊗n where w = a1 · · · an; here we omit the tensor notation of the
elements in A⊗n in the same way we did in Section 3. This pure tensor element can be identified
with a decorated Schröder tree, where we label the n sectors between the n+ 1 leaves of t from
left to right with a1, . . . , an.

We will associate a noncrossing partition to any decorated Schröder tree as follows.
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a1 a5 a6

a2 a3

a4

a7

a8 a9 a10 1 2 3 4 5 6 7 8 9 10

Figure 4. Decorated Schröder tree t ⊗ a1 · · · a10 (left). The associated noncrossing partition of t is

π(t) = {{1, 5, 6}, {2, 3}, {4}, {7}, {8, 9, 10}} (right).

Definition 4.10. Let t be a Schröder tree with n+ 1 leaves. We label the sectors between the
leaves from left to right from 1 to n. We will associate a noncrossing partition π(t) ∈ NC(n) as
follows: for each internal vertex v of t, consider the corolla that has as root v and is a subtree
of t. For this corolla, define the block V whose elements are the labels of the sectors that define
the corolla.

Hence (4.1) also defines a coproduct δA in HS(A) with the additional rule of carrying the
decorations of the subtrees obtained in Rc(t) and Pc(t):

δA(t⊗ w) =
∑

c∈Adm(t)

Rc(t⊗ w)⊗ Pc(t⊗ w).

Example 4.11. Considering the decoration a1a2a3 ∈ A⊗3 of the Schröder tree in Example 4.8,
we have the following computation of the coproduct in HS(A):

δA

(
a1 a2 a3

)
= ⊗

a1 a2 a3
+

a1 a2 a3
⊗ + a2 a3

⊗ a1

+
a1

a2
⊗ a3

+ a2
⊗ a1 a3

.

We also have a grading inherited by HS and the counit εA : HS(A) → C is provided by the
algebra morphism such that

εA(t⊗ w) =

{
1 if t = ◦ and w = 1,

0 otherwise.

Since deg(t) = n if t ∈ ST(n), i.e., if t has n+ 1 leaves, we obtain again that t⊗w has degree 0
if and only if t has one leaf and w has length 0, and this happens if only if t is a single-vertex
tree decorated with the empty word. Thus, 0-th degree component of HS(A) ∼= C and hence,
HS(A) is connected. Therefore we obtain:

Theorem 4.12 ([14]). (HS(A), δA, εA) is a connected graded Hopf algebra.

An important feature of the previous Hopf algebra is that its coproduct can be split into two
half-coproducts in order to endow HS(A) with an unshuffle bialgebra structure. This splitting is
described in the following way: Let H+

S (A) be the augmentation ideal of HS(A) and t⊗w ∈ H+
S

a decorated Schröder tree. We consider the subset of admissible cuts of a Schröder tree given by

Adm≺(t) := {c ∈ Adm(t) : Rc(t) contains the leftmost leaf of t}.
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We define the maps

δ+≺,A(t⊗ w) =
∑

c∈Adm≺(t)

Rc(t⊗ w)⊗ Pc(t⊗ w),

and

δ+≻,A(t⊗ w) = δA(t⊗ w)− δ+≺,A(t⊗ w).

These maps extend to δ≺,A, δ≻,A : H+
S (A) → HS(A)⊗HS(A) by

δ≺,A
(
(t1 ⊗ w1) · · · (tm ⊗ wm)

)
= δ≺,A(t1 ⊗ w1)δA

(
(t2 ⊗ w2) · · · (tm ⊗ wm)

)
,

δ≻,A
(
(t1 ⊗ w1) · · · (tm ⊗ wm)

)
= δ≻,A(t1 ⊗ w1)δA

(
(t2 ⊗ w2) · · · (tm ⊗ wm)

)
.

The precise statement of the new structure on HS(A) is as follows.

Theorem 4.13 ([14]). (HS(A), δ≺,A, δ≻,A) is an unshuffle bialgebra.

Remark 4.14. In [14], the authors give the definition of Adm≺(t) considering the rightmost
leaf of t instead of the leftmost one. Both structures are clearly isomorphic by considering the
reversal of words a1 · · · an ∈ A⊗n 7→ an · · · a1 ∈ A⊗n.

Let A be an algebra. With the above theorem, we now have two unshuffle bialgebras
T (T+(A)) and HS(A). The relation between both unshuffle bialgebras has been described in [14]
in terms of an algebra morphism which respects both coalgebra and unshuffle bialgebra struc-
tures. More precisely:

Theorem 4.15 ([14]). Let ι : T (T+(A)) → HS(A) be the algebra morphism defined by

ι(w) =
∑

t∈ST(n)

t⊗ w, (4.2)

for any word w = a1 · · · an ∈ T+(A). Then ι is a coalgebra morphism and an unshuffle bialgebra
morphism.

5 Monotone cumulants in terms of moments via Schröder trees

After having introduced the appropriate tools for our approach, we are prepared to attack the
problem of finding a formula to express monotone cumulants in terms of moments.

We begin with a noncommutative probability space (A, φ). By taking the algebra A, we can
consider both Hopf algebras T (T+(A)) and HS(A) described in Sections 3 and 4. We extend the
linear functional φ to a character Φ: T (T+(A)) → C as it is done in Theorem 3.6. Observe that
we also have the notions of characters and infinitesimal characters on HS(A) defined in a way
analogous to the case of the Hopf algebra T (T+(A)). Hence we consider the following lifting
of φ to a character Φ̃ : HS(A) → C by defining Φ̃(◦) = 1 and

Φ̃(t⊗ a1 · · · an) =

{
φ(a1 · · · an) if t is a corolla with n+ 1 leaves,

0 otherwise.
(5.1)

By using the coalgebra morphism ι defined in (4.2), it is straightforward to see that Φ = Φ̃◦ ι. In
addition, let ρ̃ : HS(A) → C be the infinitesimal character such that Φ̃ = exp∗(ρ̃), where in this
case ∗ stands for the convolution product defined in Lin(HS(A),C). As stated in the following
result, we can relate ρ̃ with the monotone cumulants on A.
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Proposition 5.1. Let ρ : T (T+(A)) → C be defined by ρ = ρ̃ ◦ ι. Then ρ is a infinitesimal
character such that Φ = exp∗(ρ).

Proof. Since ι is an algebra morphism and ρ̃ is an infinitesimal character over HS(A), for any
words w1, w2 ∈ T (T+(A)) we have

ρ(w1|w2) = ρ̃(ι(w1|w2)) = ρ̃(ι(w1)ι(w2)) = 0.

Furthermore, since ι is also a coalgebra morphism, we obtain that for any w ∈ T+(A)

Φ(w) =
(
Φ̃ ◦ ι

)
(w) = Φ̃(ι(w)) = exp∗(ρ̃)(ι(w)) = exp∗(ρ̃ ◦ ι)(w) = exp∗(ρ)(w).

Note that we used that ι is a coalgebra morphism in the fourth equality. ■

By the above proposition and Theorem 3.6, we conclude that if w = a1 · · · an, then

ρ(w) =
∑

t∈ST(n)

ρ̃(t⊗ w) (5.2)

is the infinitesimal character associated to the monotone cumulants of a1, . . . , an ∈ A. On the
other hand, note that

Φ̃ = exp∗(ρ̃) ⇔ ρ̃ = log∗
(
Φ̃
)
= log∗

(
ε+

(
Φ̃− ε

))
=

∞∑
k=1

(−1)k+1

k
Φ̂∗k,

where Φ̂ = Φ̃− ε. In order to find an expression for the k-fold convolution product Φ̂∗k, we will
need to describe the so-called Murua coefficients.

5.1 Murua coefficients

Recall that given a forest of planar rooted trees, we have a poset structure canonically associated
to it. The following coefficients associated to rooted trees have appeared in the analysis of the
continuous Baker–Campbell–Hausdorff problem in a Hall basis (see Murua’s article [16]).

Definition 5.2. Let t be a planar rooted tree seen as a poset with n = |t| vertices. For any
integer 0 < k < n+1, we denote by ωk(t) to the number of surjective functions f : t → {1, . . . , k}
such that for any two vertices v, w in t with v < w, we have that f(v) < f(w). We then define
the quantity ω(t) by

ω(t) =

n∑
k=1

(−1)k+1

k
ωk(t). (5.3)

If f is a forest with trees t1, . . . , tm, we define ω(f) = ω(t1) · · ·ω(tm).

In the following tables, we write down the values of the ω-map for several rooted trees.

t

ω(t) 1 −1
2

1
3

1
6 −1

4 −1
6 − 1

12 0 − 1
30

t

ω(t) 1
5

3
20

1
30

1
10

1
20 − 1

60
1
60

1
30
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These coefficients have also appeared in the context of relations between cumulants in noncom-
mutative probability. More precisely, in the recent work [3], the following formula was proven,
which allows writing the monotone cumulants in terms of the free and Boolean cumulants, and
noncrossing partitions.

Theorem 5.3 ([3]). Let (A, φ) be a noncommutative probability space and let {hn}n≥1, {bn}n≥1

and {rn}n≥1 be the families of monotone cumulants, Boolean cumulants, and free cumulants,
respectively. Then, for any n ≥ 1 and elements a1, . . . , an ∈ A we have

hn(a1, . . . , an) =
∑

π∈NCirr(n)

(−1)|π|−1ω(t(π))rπ(a1, . . . , an), (5.4)

hn(a1, . . . , an) =
∑

π∈NCirr(n)

ω(t(π))bπ(a1, . . . , an). (5.5)

Remark 5.4. The formulas that express the monotone cumulants in terms of the free and
Boolean cumulants were previously proved in [1] for the univariate case. The authors of [1]
described the coefficient (−1)|π|−1ω(t(π)) as the linear coefficient of Pπ(k), where Pπ(k) counts
the number of non-decreasing k-colour labelling of the noncrossing partition π.

Remark 5.5. The main tool of the proof of Theorem 5.3 is the pre-Lie Magnus operator. In [7]
the authors show that (3.3) implies that ρ = Ω(κ), where

Ω(κ) =
∑
n≥0

Bn

n!
L
(n)
Ω(κ)�(κ), (5.6)

with L
(n)
Ω(κ)�(κ) = Ω(κ)�L

(n−1)
Ω(κ)�(κ) for n ≥ 1 and L

(0)
Ω(κ)�(κ) = κ, Bn stands for the n-th Bernoulli

number, and � is a product on g given by γ1�γ2 = γ1 ≻ γ2−γ2 ≺ γ1. On the other hand, one can
recall that the Baker–Campbell–Hausdorff formula computes the logarithm of the fundamental
solution of a matrix-valued linear differential equation X ′(t) = A(t)X(t). In this context, the
(classical) Magnus expansion, defined in the same fashion that (5.6) but using the iterated
commutators, leads to the Magnus formula that computes the derivative of the logarithm of the
fundamental solution of such an equation [12]. In addition, it is known that Murua coefficients
appear as the coefficients of the pre-Lie Magnus expansion of the generator of the free pre-Lie
algebra of rooted trees [4]. Thus, we can think that the appearance of Murua coefficients is, in
some sense, expected due to its relations with the Baker–Campbell–Hausdorff formula.

5.2 The description of Φ̂∗k

Now we are ready to describe ρ̃(t⊗ a1 · · · an) appearing in (5.2), where t is a Schröder tree with
n+ 1 leaves and elements a1, . . . , an ∈ A. First, we will need some notation.

Let t be a Schröder tree with n + 1 leaves, w = a1 · · · an ∈ T+(A) and k ∈ {1, . . . , n}. Our
objective is to compute Φ̂∗k(t⊗a1 · · · an). By definition of the convolution product, we have that

Φ̂∗k(t⊗ w) = m
[k]
C ◦ Φ̂⊗k ◦ δ[k]A (t⊗ w), (5.7)

where δ
[k]
A is the k-fold iterated coproduct

δ
[k]
A =

(
δA ⊗ Id⊗k−2

HS(A)

)
◦ δ[k−1]

A ,

with δ
[2]
A = δA and δ

[1]
A = IdHS(A). A similar notation applies to m

[k]
C .

We will also need the following combinatorial object associated to a Schröder tree.
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Definition 5.6. Let t be a Schröder tree with m internal vertices. We define the skeleton of t,
denoted by sk(t), to be the planar rooted tree with m vertices each of them in correspondence
with a unique internal vertex of t, and such that there is an arrow from v to w in sk(t) if and
only if, the corresponding vertex to w in t is a child of the corresponding vertex to v in t.

Example 5.7. Let t be the unlabelled Schröder tree pictured in Figure 4. Its skeleton sk(t) is

given by the tree .

Remark 5.8. For any planar rooted tree s, Definition 4.3 can be extended to the notion of
general admissible cut on s as a subset c of the set of vertices of s such that any path from
the root to any leaf, there is at most one vertex of the path contained in c. Observe that the
difference with Definition 4.3 is that we are allowed to take leaves of s, not only internal vertices.
However, if t ∈ ST, there is a clear bijection between Adm(t) and the set of general admissible
cuts of sk(t).

Let t be a Schröder tree with ℓ internal vertices whose root is denoted by r. For each 1 ≤ k ≤ ℓ,

define Ãdmk(t) to be the set of sequences (c1, . . . , ck−1), where, for each j = 1, . . . , k − 1, cj is
a general admissible cut of

Rj−1(sk(t)) := Rcj−1(Rcj−2(· · ·Rc0(sk(t)) · · · )),

with R0(sk(t)) = Rc0(sk(t)) := sk(t) and Rk−1(sk(t)) = {r}, such that any of

Pj(sk(t)) := Pcj (Rcj−1(Rcj−2(· · ·Rc0(sk(t)) · · · )))

is a nonempty forest of single-vertex trees.

Remark 5.9. Let t ∈ ST with root r and c̃ = (c1, . . . , ck−1)∈Ãdmk(t). SinceRk−1(sk(t)) = {r},
we have that c̃ is an ordered partition of the vertex set of sk(t) minus the root of t. Furthermore,
since any Pj(sk(t)) is a nonempty forest of single-vertex trees, it is easy to see that cj is a subset
of the set of leaves of Rj−1(sk(t)) and Pj(sk(t)) = cj , for any 1 ≤ j < k.

The following lemma proves that the cardinality of the set Ãdmk(t) is given precisely by ωk(t).

Lemma 5.10. Let t be a Schröder tree and r be the roof of t. Then there is a bijection between

Ãdmk(t) and the set of strictly order-preserving surjective functions f : sk(t) → [k].

Proof. For any (c1, . . . , ck−1) ∈ Ãdmk(t), we define the function f : sk(t) → [k] by f(r) = 1,
and f(v) = k − j + 1 if v ∈ cj .

We will show that the previous map is well defined. Indeed, observe that is (c1, . . . , ck, {r})
is an ordered partition of sk(t). Moreover, since every cj is a nonempty set, we have that f
is surjective. On the other hand, take v, w vertices of sk(t) such that v < w, i.e., there is
a downward directed path from v to w in sk(t). The elements of the subsequence (c1, . . . , cj)
are consecutive prunings of sk(t) and these are taken from the leaves of Rj−1(sk(t)) upward
the root as j increases. Then we have that v ∈ ci, w ∈ cj and j < i, and in particular
f(v) = k − i+ 1 < k − j + 1 = f(w). Hence f is strictly order-preserving.

It is clear that two different elements in Ãdmk(t) will produce two different functions. It
remains to show that our correspondence is onto. To this end, for any f : sk(t) → [k] strictly
order preserving surjective function, define the sequence of sets (c1, . . . , ck−1) by

cj = {v ∈ sk(t) : f(v) = k − j + 1},
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for any 1 ≤ j < k. Now, observe that c1 is a general admissible cut of sk(t) since c1 is a subset
of the set of leaves of sk(t). Actually, if c1 contains a vertex v that is not a leaf, there exists
a descendant of v, namely w such that k = f(v) < f(w) and this is a contradiction. Hence c1
is a general admissible cut such that P1(sk(t)) = Pc1(sk(t)) = c1, i.e., P1(sk(t)) is a nonempty
forest of single-vertex trees. Observe that the same argument can be applied to the treeR1(sk(t))
in order to show that c2 is a general admissible cut such that P2(sk(t)) = c2 is a nonempty forest
of single-vertex trees, and in general, cj is a general admissible cut such that Pj(sk(t)) = cj is
a nonempty forest of single-vertex trees, for any j = 1, . . . , k − 1. Since f is order-preserving,
we have that f−1(1) = {r}. In addition since f is surjective, we have that (c1, . . . , ck−1, {r}) is
an ordered partition of the set of vertices of sk(t) with Rk−1(sk(t)) = {r}. The above reasoning

shows that (c1, . . . , ck−1) ∈ Ãdmk(t) is a tuple such that their corresponding strictly order
preserving surjective function is f . Hence the map is onto, and the proof is complete. ■

The main lemma of this section, which establishes the connection between the ω coefficients
and the moments of random variables, is the following.

Lemma 5.11. Let (A, φ) be a noncommutative probability space. Also, let t ∈ ST(n) and a word
w = a1 · · · an ∈ T+(A), for n ≥ 1. If Φ̃ is the extension of φ to a character as defined in (5.1)
and ρ̃ = log∗(Φ̃), then we have

ρ̃(t⊗ w) = ω(sk(t))φπ(t)(a1, . . . , an). (5.8)

Proof. Recall that

ρ̃(t⊗ w) =
∑
k≥1

(−1)k+1

k
Φ̂∗k(t⊗ a1 · · · an),

where Φ̂∗k is defined in (5.7). By (5.3), it is enough to show that

Φ̂∗k(t⊗ a1 · · · an) = ωk(sk(t))φπ(t)(a1, . . . , an), for any k ≥ 1. (5.9)

Let k ≥ 1. First, we observe that according to the definition of δA, the k-fold iterated coproduct
is of the form

δ
[k]
A (t⊗ a1 · · · an) =

∑
iterated admissible cuts of t

f1 ⊗ · · · ⊗ fk, (5.10)

where f1 is a decorated subtree of t, each f2, . . . , fk is a forest of decorated subtrees of t, and the
sum is over iterated admissible cuts, i.e., doing admissible cuts on each iteration of the coproduct.
Now observe that for any decorated tree, its evaluation on Φ̂ = Φ̃− ε is equal to zero if the tree
is empty or is not a corolla. In particular, a term f1 ⊗ · · · ⊗ fk in the sum (5.10) will produce
a zero contribution on Φ̃∗k if any of f1, . . . , fk is the empty forest or is a forest which contains
a tree that is not a corolla. Hence, the only terms that can produce a non-zero contribution
are such that f1 is a corolla, and each of f2, . . . , fk is a forest of corollas. On the other hand,
since corollas are associated to single-vertex trees via the skeleton map, by Remark 5.8 the sum

in (5.10) is done precisely over the set Ãdmk(t).
Finally, by the definition of Φ̃ in (5.1), the fact that Φ̂ is multiplicative, Definition 4.10, and

Lemma 5.10, the k-fold convolution product is equal to

Φ̂∗k(t⊗ a1 · · · an) =
∑

iterated admissible cuts of t

Φ̂(f1) · · · Φ̂(fk)

=
∑

c̃∈Ãdmk(t)

φπ(t)(a1, . . . , an) = ωk(sk(t))φπ(t)(a1, . . . , an),

where we get (5.9). ■
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Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. Let ρ : T (T+(A)) → C be the infinitesimal character associated to the
monotone cumulants given by Theorem 3.6. By (5.2) and Lemma 5.11 we obtain

hn(a1, . . . , an) = ρ(a1 · · · an) =
∑

t∈ST(n)

ρ̃(t⊗ a1 · · · an)

=
∑

t∈ST(n)

ω(sk(t))φπ(t)(a1, . . . , an). ■

As mentioned in the introduction, the following is a direct corollary of our main theorem.

Corollary 5.12. Let (A, φ) be a noncommutative probability space and let {hn : An → C}n≥1

be the family of monotone cumulants of (A, φ). Then, for any n ≥ 1 and a1, . . . , an ∈ A, we
have that

hn(a1, . . . , an) =
∑

π∈NC(n)

α(π)φπ(a1, . . . , an),

where

α(π) =
∑

t∈ST(n)
π(t)=π

ω(sk(t)), ∀π ∈ NC(n).

Example 5.13. We will verify the formula provided by Corollary 5.12 for the case n = 3.
From the monotone moment-cumulant formula (2.3), one can get the first cumulants in terms
of moments

φ1(a1) = h1(a1),

φ2(a1, a2) = h2(a1, a2) + h1(a1)h1(a2),

φ3(a1, a2, a3) = h3(a1, a2, a3) + h2(a1, a2)h1(a3) + h2(a2, a3)h1(a1)

+
1

2
h2(a1, a3)h1(a2) + h1(a1)h1(a2)h1(a3).

Hence we obtain

h3(a1, a2, a3) = φ3(a1, a2, a3)− φ1(a1)φ2(a2, a3)− φ1(a3)φ2(a2, a3)

− 1

2
φ1(a2)φ2(a1, a3) +

3

2
φ1(a1)φ1(a2)φ1(a3). (5.11)

On the other hand, by using Corollary 5.12, the Schröder trees listed in Figure 3 and the table
with the values of ω, we have that the respective coefficients α are given by

α
( )

= ω

(
sk

( ))
= ω( ) = 1,

α
( )

= ω

(
sk

( ))
+ ω

(
sk

( ))
= ω

( )
+ ω

( )
= −1,

α
( )

= ω

(
sk

( ))
+ ω

(
sk

( ))
= ω

( )
+ ω

( )
= −1,



18 O. Arizmendi and A. Celestino

α
( )

= ω

(
sk

( ))
= ω

( )
= −1

2
,

α
( )

= ω

(
sk

( ))
+ ω

(
sk

( ))
+ ω

(
sk

( ))

+ ω

(
sk

( ))
+ ω

(
sk

( ))

= 4ω

( )
+ ω

( )
=

3

2
.

We can observe that the obtained α coefficients match the coefficients appearing in (5.11).

Remark 5.14. A different approach to give a formula that writes monotone cumulants in terms
of moments is to combine equations (5.4), (5.5) with (1.1), (1.2). For instance, combining (5.5)
and (1.2), we obtain for any n ≥ 1 and a1, . . . , an ∈ A

hn(a1, . . . , an) =
∑

π∈NCirr(n)

ω(t(π))
∏
V ∈π

b|V |(a1, . . . , an|V )

=
∑

π∈NCirr(n)

ω(t(π))
∏
V ∈π

∑
σ∈Int(V )

(−1)|σ|−1φσ(a1, . . . , an|V ),

where Int(V ) stands for the set of interval partitions of the set V . Observe that if π ∈ NCirr(n)
and for each V ∈ π we take any σV ∈ Int(V ), when we consider the disjoint union σ :=

⊔
V ∈π σV

we will obtain a noncrossing partition such that σ ≤ π such that the restriction σ|V on each
V ∈ π is an interval partition. If we denote by π1 ⊑ π2 to the fact π1 and π2 are noncrossing
partitions satisfying the two previous conditions, we have that ⊑ is indeed a partial order on
NC(n) (see [13]). With this notation, we have

hn(a1, . . . , an) =
∑

π∈NCirr(n)

ω(t(π))
∑
σ⊑π

(−1)|σ|−|π|φσ(a1, . . . , an)

=
∑

σ∈NC(n)

φσ(a1, . . . , an)
∑

π∈NCirr(n)
σ⊑π

(−1)|σ|−|π|ω(t(π)).

By Corollary 5.12, we should have that

α(π) =
∑

σ∈NCirr(n)
π⊑σ

(−1)|π|−|σ|ω(t(σ)). (5.12)

Observe that the formula in (5.12) is different from ours since, in general, the ω map evaluated
on the tree of nesting of σ is not the same that the evaluation of ω on a Schröder tree whose
associated partition is σ. It is of interest to clarify the relation between these two different types
of trees associated to a noncrossing partition.

6 Boolean cumulants in terms of moments via Schröder trees

Theorem 1.1 shows that there is a nice formula that allows expressing monotone cumulants in
terms of moments as a sum over Schröder trees, namely

hn(a1, . . . , an) =
∑

t∈ST(n)

ω(sk(t))φπ(t)(a1, . . . , an), (6.1)
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for any a1, . . . , an and n ≥ 1. On the other hand, Theorem 7.2 in [14] states the analogous
formula for free cumulants:

rn(a1, . . . , an) =
∑

t∈PST(n)

(−1)i(t)−1φπ(t)(a1, . . . , an), (6.2)

with i(t) being the number of internal vertices of t and

PST(n) := {t ∈ ST(n) : the leftmost subtree of t is a leaf}.

Notice that (6.2) is rather different than the formula in (1.1), since for any noncrossing
partition σ ∈ NC(n) there may be several t ∈ PST(n) such that π(t) = σ. This finer expression
for the cumulants also allows the authors in [14] to recover the operator-valued analogue of (6.2).

We are interested now in obtaining a similar equation for the Boolean case by using the
unshuffle algebra structure on HS(A). Associated to the half-coproducts δ≺,A and δ≻,A, we
have two non-associative products on Lin(HS(A),C) given by

f ≺̃ g = mC ◦ (f ⊗ g) ◦ δ≺,A, f ≻̃ g = mC ◦ (f ⊗ g) ◦ δ≻,A,

for any f, g ∈ Lin(HS(A),C). Now, let (A, φ) be a noncommutative probability space and let
Φ̃ : HS(A) → C be the character associated to φ defined in (5.1). Since (Lin(HS(A),C), ≺̃, ≻̃)
is a shuffle algebra, we can consider the infinitesimal character β̃ : HS(A) → C such that

Φ̃ = εA + Φ̃ ≻̃ β̃. (6.3)

We now define the map β : T (T+(A)) → C by β = β̃ ◦ ι, where ι is the unshuffle bialgebra
morphism defined in (4.2). By a similar argument that of the proof of Proposition 5.1, we
conclude that β satisfies the fixed-point equation

Φ = ϵ+Φ ≻ β,

where Φ is as in Proposition 5.1. By Theorem 3.6, it follows that

β(w) =
∑

t∈ST(|w|)

β̃(t⊗ w)

is the infinitesimal character on T (T+(A)) associated to the Boolean cumulants. We can use (6.3)
in order to obtain an expression for β̃(t⊗w). Indeed, let t ∈ ST(n) and a1, . . . , an ∈ A. Observe
that the corresponding sum in the definition of δ≻,A is indexed by

Adm(t)\Adm≺(t) = {c ∈ Adm(t) : c contains the leftmost leaf of t}.

Recalling that β̃ is an infinitesimal character, we have that

Φ̃(t⊗ a1 · · · an) =
(
εA + Φ̃ ≻̃ β̃

)
(t⊗ a1 · · · an)

=
∑

c∈Adm(t)\Adm≺(t)

Φ̃(Rc(t⊗ a1 · · · an))β̃(Pc(t⊗ a1 · · · an))

=
∑
c={v}

v is an internal vertex belonging
the leftmost branch of t

Φ̃(Rc(t⊗ a1 · · · an))β̃(Pc(t⊗ a1 · · · an))

since only c with Pc(t⊗a1 · · · an) being a single tree may produce a non-zero contribution. On the
other hand, the definition of Φ̃ implies that Φ̃(Rc(t⊗a1 · · · an))β̃(Pc(t⊗a1 · · · an)) = 0 when Rc(t)
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is neither a corolla nor the single-vertex tree. Hence, the only possibility for a non-zero contri-
bution in the above sum is that c is the set containing the root of t, or c is the set containing
the leftmost child of the root. If t′ ⊗ a1 · · · am is the leftmost decorated subtree of t⊗ a1 · · · an,
and t′′ ⊗ am+1 · · · an is the tree obtained from t⊗ a1 · · · an when we delete t′ ⊗ a1 · · · am, then

Φ̃(t⊗ a1 · · · an) = β̃(t⊗ a1 · · · an) + Φ̃(t′′ ⊗ am+1 · · · an)β̃(t′ ⊗ a1 · · · am). (6.4)

Now we can prove the main result of this section.

Proposition 6.1. Let (A, φ) be a noncommutative probability space. Also, let t ∈ ST(n) and
a word w = a1 · · · an ∈ T+(A), for n ≥ 1. If Φ̃ is the extension of φ to a character as defined
in (5.1) and β̃ is as defined in (6.3), then we have

β̃(t⊗ w) =

{
(−1)i(t)−1φπ(t)(a1, . . . , an) if t ∈ BST(n),

0 otherwise,
(6.5)

where BST(n) is the subset of Schröder trees t with n+1 leaves such that t is obtained as follows:
starting from the single-vertex tree, we graft a corolla on the leftmost leaf of the subtree until we
get t.

Proof. We will use induction on i(t). For the base, let t be a decorated Schröder tree with
i(t) = 1, i.e., t is a decorated corolla. Using (6.4) and the definition of Φ̃ we have

(−1)i(t)−1φ1n(a1, . . . , an) = Φ̃(t⊗ a1 · · · an) = β̃(t⊗ a1 · · · an) + 0,

as desired. For the inductive step, we assume that the result holds for any decorated Schröder
tree with less than k internal vertices. Now, we take t ∈ ST(n) with i(t) = k. Again, by
using (6.4) and the definition of Φ̃, we have

0 = Φ̃(t⊗ a1 · · · an) = β̃(t⊗ a1 · · · an) + Φ̃(t′′ ⊗ am+1 · · · an)β̃(t′ ⊗ a1 · · · am),

where t′ and t′′ are the decorated Schröder subtrees previously described. Thus

β̃(t⊗ a1 · · · an) = −Φ̃(t′′ ⊗ am+1 · · · an)β̃(t′ ⊗ a1 · · · am).

Observe that the condition t ∈ BST(n) is equivalent to the fact that t′ ∈ BST(m) with i(t)− 1
internal vertices, and t′′ is a corolla. Hence, if t ∈ BST(n), we can use the inductive hypothesis
on t′ where we have

β̃(t⊗ a1 · · · an) = −φ(am+1 · · · an)(−1)i(t)−2φπ(t′)(a1, . . . , am)

= (−1)i(t)−1φπ(t)(a1, . . . , an).

On the other hand, if t ̸∈ BST(n), we can have that t′ ̸∈ BST(m) or t′′ is not a corolla. In the first
case, we use the inductive hypothesis to conclude that β̃(t′ ⊗ a1 · · · am) = 0, while in the second
case we have that Φ̃(t′′⊗am+1 · · · an) = 0. In any case, we obtain that β̃(t⊗a1 · · · an) = 0 as we
wanted to show. This concludes the inductive step and the proof of the proposition as well. ■

The proposition above allows us to conclude that the family of Boolean cumulants of (A, φ)
can be written by

bn(a1, . . . , an) =
∑

t∈BST(n)

(−1)i(t)−1φπ(t)(a1, . . . , an), n ≥ 1. (6.6)

Unlike the free case, the latter formula is exactly formula (2.2) the function t 7→ π(t) described
in Definition 4.10 is a clear bijection between BST(n) such that Int(n) and i(t) = |π(t)|.
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Remark 6.2. The free analogue showed in [14] establishes that

κ̃(t⊗ a1 · · · an) =

{
(−1)i(t)−1φπ(t)(a1, . . . , an) if t ∈ PST(n),

0 otherwise,
(6.7)

where κ̃ : HS(A) → C is the infinitesimal character satisfying the fixed-point equation

Φ̃ = εA + κ̃ ≺̃ Φ̃.

We can collect the result in (6.7) together with (5.8) and (6.5) in order to obtain an analogue
of Theorem 3.6 in the unshuffle bialgebra of Schröder trees.

Proposition 6.3. Let (A, φ) be a noncommutative probability space and let Φ̃ : HS(A) → C the
extension of φ defined in (5.1). Let

(
κ̃, β̃, ρ̃

)
be the triple of infinitesimal characters on HS(A)

satisfying the identities

Φ̃ = E≺̃(κ̃) = E≻̃
(
β̃
)
= exp∗(ρ̃).

Then, for any t ∈ ST(n) and a1, . . . , an ∈ A, the triple is given by

κ̃(t⊗ a1 · · · an) =

{
(−1)i(t)−1φπ(t)(a1, . . . , an) if t ∈ PST(n),

0 otherwise,

β̃(t⊗ a1 · · · an) =

{
(−1)i(t)−1φπ(t)(a1, . . . , an) if t ∈ BST(n),

0 otherwise,

ρ̃(t⊗ a1 · · · an) = ω(sk(t))φπ(t)(a1, . . . , an).

Moreover, the evaluations κ̃ ◦ ι, β̃ ◦ ι and ρ̃ ◦ ι on a word w = a1 · · · an coincide with the free,
Boolean and monotone cumulants of a1, . . . , an, respectively:

(κ̃ ◦ ι)(w) = rn(a1, . . . , an), (β̃ ◦ ι)(w) = bn(a1, . . . , an),

(ρ̃ ◦ ι)(w) = hn(a1, . . . , an),

where ι is the coalgebra morphism defined in (4.2).

In particular, the above proposition provides the new moment-cumulant formulas (6.1), (6.2)
and (6.6) as sum of products of moments indexed by Schröder trees instead of noncrossing
partitions.
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