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Abstract. We consider the space of differential operators Dλµ acting between λ- and µ-den-
sities defined on S1|2 endowed with its standard contact structure. This contact structure
allows one to define a filtration on Dλµ which is finer than the classical one, obtained by
writting a differential operator in terms of the partial derivatives with respect to the different
coordinates. The space Dλµ and the associated graded space of symbols Sδ (δ = µ−λ) can be
considered as spo(2|2)-modules, where spo(2|2) is the Lie superalgebra of contact projective
vector fields on S1|2. We show in this paper that there is a unique isomorphism of spo(2|2)-
modules between Sδ andDλµ that preserves the principal symbol (i.e. an spo(2|2)-equivariant
quantization) for some values of δ called non-critical values. Moreover, we give an explicit
formula for this isomorphism, extending in this way the results of [Mellouli N., SIGMA 5
(2009), 111, 11 pages] which were established for second-order differential operators. The
method used here to build the spo(2|2)-equivariant quantization is the same as the one used
in [Mathonet P., Radoux F., Lett. Math. Phys. 98 (2011), 311–331] to prove the existence
of a pgl(p+ 1|q)-equivariant quantization on Rp|q.
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1 Introduction

The concept of equivariant quantization over Rn was introduced by P. Lecomte and V. Ovsienko
in [14]. An equivariant quantization is a linear bijection between a space of differential operators
and its corresponding space of symbols that commutes with the action of a Lie subalgebra of
vector fields over Rn and preserves the principal symbol.

In their seminal work [14], P. Lecomte and V. Ovsienko considered spaces of differential ope-
rators acting between densities and the Lie algebra of projective vector fields over Rn, sl(n+ 1).
In this situation, they showed the existence and uniqueness of an equivariant quantization.

The results of [14] were generalized in many references: in [2, 3, 6, 12] the authors considered
other spaces of differential operators or other Lie subalgebras of vector fields over the Euclidean
space. In [13], P. Lecomte globalized the problem of equivariant quantization by defining the
problem of natural invariant quantization on arbitrary manifolds. Finally in [4, 5, 7, 9, 10, 18,
19, 20, 21], the authors proved the existence of such quantizations by using different methods
in more and more general contexts.

Recently, several papers dealt with the problem of equivariant quantizations in the context
of supergeometry: the thesis [24] dealt with conformally equivariant quantizations over super-
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cotangent bundles, the papers [22] and [16] exposed and solved respectively the problems of
the pgl(p + 1|q)-equivariant quantization over Rp|q and of the osp(p + 1, q + 1|2r)-equivariant
quantization over Rp+q|2r, whereas in [17], the authors define the problem of the natural and
projectively invariant quantization on arbitrary supermanifolds and show the existence of such
a map.

In [8, 23] the problem of equivariant quantizations over the supercircles S1|1 and S1|2 endowed
with canonical contact structures was considered. These quantizations are equivariant with re-
spect to Lie superalgebras of contact projective vector fields. These Lie superalgebras are the
intersections of the Lie superalgebras of contact vector fields on S1|1 and S1|2 and of the projec-
tive Lie superalgebras pgl(2|1) and pgl(2|2). In these works, the spaces of differential operators
are endowed with filtrations which are defined thanks to the contact structures and which are
finer than the classical ones. The spaces of symbols are then the graded spaces corresponding
to these finer filtrations. In [8], the authors show the existence of equivariant quantizations at
an arbitrary order whereas in [23], N. Mellouli proved the existence of equivariant quantizations
up to order two.

In this paper, we aim to build an spo(2|2)-equivariant quantization at an arbitrary order
on S1|2, where spo(2|2) stands for the Lie superalgebra of contact projective vector fields on S1|2.
Moreover, we derive an explicit formula for this quantization, extending in this way the results
of [23]. The method used here to build the quantization is the same as the one linked to the
Casimir operators used in [22] to build the pgl(p+ 1|q)-equivariant quantization on Rp|q.

The paper is organized as follows. In Section 2, we recall the definitions of the objects that
occur in the problem of quantization such as densities, differential operators and symbols. In
Section 3, we expose the tools that we are going to use to build the quantization. These tools
have already been defined in [22]. The main task performed in Section 3 is the computation
and the comparison of the second-order Casimir operators of spo(2|2) acting on the space of
differential operators and on the space of symbols on S1|2. Section 4 is devoted to the explicit
construction of the spo(2|2)-equivariant quantization map, built from the techniques developed
in Section 3. The method used in Section 4 allows one to find in Section 5 explicit formulae for
the spo(2|2)-equivariant quantization at an arbitrary order.

2 Notation and problem setting

In this section, we recall some tools pertaining to the problem of equivariant quantization such
as tensor (or weighted) densities, differential operators, symbols, contact projective vector fields
on S1|2. These objects were already exposed in [23].

The only point that we will deepen concerns the Lie superalgebra of contact projective vec-
tor fields, spo(2|2). Actually, we will realize this Lie superalgebra as a Lie subsuperalgebra
of gl(2|2), allowing in this way to define easily Casimir operators associated with representa-
tions of spo(2|2). This point will be crucial in the sequel.

2.1 Functions and vector fields on S1|2

We define the supercircle S1|2 by describing its graded commutative algebra of functions which
we denote by C∞(S1|2) and which is constituted by the elements

f(x, θ1, θ2) = f0(x) + θ1f1(x) + θ2f2(x) + θ1θ2f12(x),

where x is the coordinate corresponding to one of the two affine coordinates system on RP 1,
θ1 and θ2 are odd Grassmann coordinates and where f0, f12, f1, f2 ∈ C∞(S1) are functions with
complex values. We define the parity function ·̃ by setting x̃ = 0 and θ̃1 = θ̃2 = 1.
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A vector field on S1|2 is a derivation of the graded commutative algebra C∞(S1|2). It can be
expressed as

X = f∂x + g1∂θ1 + g2∂θ2 ,

where f, g1, g2 ∈ C∞(S1|2), ∂x = ∂
∂x and ∂θi = ∂

∂θi
, for i = 1, 2. The space of vector fields on S1|2

is a Lie superalgebra which we shall denote by Vect(S1|2).

2.2 The Lie superalgebra of contact vector fields

The standard contact structure on S1|2 is defined by the data of a linear distribution
〈
D1, D2

〉
on S1|2 generated by the odd vector fields

D1 = ∂θ1 − θ1∂x, D2 = ∂θ2 − θ2∂x.

A vector field X on S1|2 is called a contact vector field if it preserves the contact distribution,
that is, satisfies the condition:[

X,D1

]
= ψ1XD1 + ψ2XD2,

[
X,D2

]
= φ1XD1 + φ2XD2,

where ψ1X , ψ2X , φ1X , φ2X ∈ C∞(S1|2) are functions depending on X. The space of contact
vector fields is a Lie superalgebra which we shall denote by K(2).

It is well-known that every contact vector field can be expressed, for some function f ∈
C∞(S1|2), by

Xf = f∂x − (−1)f̃ 1
2

(
D1 (f)D1 +D2 (f)D2

)
.

The function f is said to be a contact Hamiltonian of the field Xf . The space C∞(S1|2)
is therefore identified with the Lie superalgebra K(2) and is equipped with a structure of Lie
superalgebra thanks to the following contact bracket:

{f, g} = fg′ − f ′g − (−1)f̃ 1
2

(
D1 (f)D1 (g) +D2 (f)D2 (g)

)
,

where f ′ = ∂x(f).

2.3 The Lie superalgebra spo(2|2)

The Lie superalgebra spo(2|2) is the intersection of the Lie superalgebra K(2) and the Lie
superalgebra of projective vector fields pgl(2|2) exposed in [22]. The Lie superalgebra spo(2|2)
is thus a 4|4-dimensional Lie superalgebra spanned by the contact vector fields associated with
the following contact Hamiltonians:{

1, x, θ1, θ2, θ1θ2, x
2, xθ1, xθ2

}
.

The Lie subsuperalgebra Aff (2|2) of spo (2|2) spanned by the contact vector fields associated
with the contact Hamiltonians {1, x, θ1, θ2, θ1θ2} will be called the affine Lie superalgebra.

Actually, the Lie superalgebra spo(2|2) can be realized as the embedding of a Lie superalgebra
consisted of matrices belonging to gl(2|2) into Vect(S1|2).

We shall also denote this matrix realization by spo(2|2) (remark that this matrix realization
has not to be confused with the special Poisson Lie superalgebra). The matrix realization
of spo(2|2) is e.g. exposed in [15, p. 419]. In this reference, this Lie superalgebra is denoted
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by ospsk(2|2); this is the Lie subsuperalgebra of gl(2|2) made of the matrices A that preserve
a particular superskewsymmetric even bilinear form ω defined on R2|2, in the sense that

ω(AU, V ) + (−1)ÃŨω(U,AV ) = 0 for all U, V ∈ R2|2.

This particular form ω is defined on R2|2 by ω(U, V ) = V tGU , where

G =

(
J 0
0 S

)
, J =

(
0 −1
1 0

)
, S =

(
1 0
0 1

)
.

The Lie superalgebra spo(2|2) is then constituted by the matrices A in gl(2|2) such that

AstG+GA = 0,

where the supertranspose of the matrix A, Ast, is defined by(
At1 −At3
At2 At4

)
if the matrix A is equal to(

A1 A2

A3 A4

)
.

The blocks constituting the matrix A have thus to verify the following properties:

• At1J + JA1 = 0, i.e. A1 ∈ sp(2);

• At4 +A4 = 0, i.e. A4 ∈ o(2);

• A3 = −At2J .

The Lie superalgebra spo(2|2) is then 4|4-dimensional and one of its bases is constituted by
the following matrices:

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0

 ,


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 ,


0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 ,


0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0

 ,


0 0 1 0
0 0 0 0
0 1 0 0
0 0 0 0

 ,


0 0 0 1
0 0 0 0
0 0 0 0
0 1 0 0

 ,


0 0 0 0
0 0 1 0
−1 0 0 0
0 0 0 0

 ,


0 0 0 0
0 0 0 1
0 0 0 0
−1 0 0 0

 .

The upper-left blocks of the first three matrices provide a basis of sp(2), whereas the lower-
right block of the fourth provides a basis of o(2).

With the above considerations, it is obvious that spo(2|2) can be embedded into the projective
Lie superalgebra pgl(2|2) via the map ι defined in the following way:

ι : spo(2|2)→ pgl(2|2) : A 7→ [A].

Now, pgl(2|2) can be embedded into the Lie superalgebra of vector fields on S1|2 thanks to
the projective embedding defined in [22] in the following way:[(

0 ξ
v B

)]
7→ −

3∑
i=1

vi∂yi −
3∑

i,j=1

(−1)j̃(̃i+j̃)Bi
jy
j∂yi +

3∑
j=1

(−1)j̃ξjy
jyi∂yi ,

where v ∈ R1|2, ξ ∈ R1|2∗, B ∈ gl(1|2) and where the coordinates y1, y2, y3 correspond respec-
tively to the coordinates x, θ1, θ2.

Composing ι with the projective embedding, we can embed spo(2|2) into the Lie superalgebra
of vector fields on S1|2. If we compute this embedding on the generators of spo(2|2) written
above, we obtain respectively 2Xx, Xx2 , −X1, 2Xθ1θ2 , −2Xxθ1 , −2Xxθ2 , 2Xθ1 and 2Xθ2 .
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2.4 Modules of weighted densities

For any contact vector field Xf , we define a family of differential operators of order one on
C∞(S1|2), denoted by LλXf , in the following way:

LλXf = Xf + λf ′,

where the parameter λ is an arbitrary (complex) number and where f ′ denotes the left multi-
plication by f ′. The map Xf 7→ LλXf is a homomorphism of Lie superalgebras. We thus obtain

a family of K (2)-modules on C∞(S1|2) which we shall denote by Fλ and which we shall call
spaces of weighted densities of weight λ.

2.5 Differential operators and symbols

In the sequel, we will call “natural number” a non-negative integer.
For every (half)-natural number k, we denote by Dkλµ the space of differential operators acting

between λ- and µ-densities that are of the form∑
l+m

2
+n

2
≤k

al,m,n (∂x)lD
m
1 D

n
2 ,

where al,m,n ∈ C∞(S1|2) for all l, m, n. Furthermore, since ∂x = −D2
1 = −D2

2, we can assume
m,n ≤ 1. The space Dkλµ will be called the space of differential operators of order k.

We define then Dλµ, the space of differential operators acting between λ- and µ-densities as
the union of the spaces Dkλµ:

Dλµ =
⋃
k∈N

2

Dkλµ,

where N
2 denotes the set consisting of natural and half-natural numbers. Since Dkλµ ⊂ D

k+ 1
2

λµ ,
the space Dλµ is a filtered space. This space has a structure of a K (2)-module defined in the
following way: if D ∈ Dλµ, then the Lie derivative of D in the direction of Xf , denoted by LXfD,
is given by the differential operator

LµXf ◦D − (−1)f̃ D̃D ◦ LλXf .

Moreover, it turns out that the action of K(2) preserves the order of D.
The graded space associated with the filtered space Dλµ is called the space of symbols and

is denoted by Sδ, where δ = µ− λ:

Sδ =
⊕
k∈N

2

Skδ ,

where Skδ = Dkλµ/D
k− 1

2
λµ for every (half)-natural number k.

The principal symbol map, denoted by σ, is the map defined on Dλµ whose the restriction
to Dkλµ, denoted by σk, is simply defined by:

σk : Dkλµ → Skδ : D 7→ [D].

If k is a natural number, the space of symbols of degree k, Skδ , is isomorphic as vector space
to Fδ−k ⊕Fδ−k through the following identification:[

F1∂
k
x + F2∂

k−1
x D̄1D̄2

]
←→ (F1, F2).
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Thanks to the fact that the action of K(2) on Dλµ preserves the filtration of this space, the
K(2)-module structure on Dkλµ induces a K(2)-module structure on Skδ . If we denote by LXf the
Lie derivative of a symbol in the direction of Xf , we have

LXf [D] := [LXfD].

If a symbol of degree k is represented by a pair of densities (F1, F2), it is easy to see that
LXf (F1, F2) corresponds to the pair(

Lδ−kXf
F1, L

δ−k
Xf

F2

)
.

If k is half of a natural number, the space of symbols of degree k, Skδ , is also isomorphic as
vector space to Fδ−k ⊕Fδ−k through the following identification:[

F1∂
k− 1

2
x D̄1 + F2∂

k− 1
2

x D̄2

]
←→ (F1, F2).

As in the case where k is a natural number, the K(2)-module structure on Dkλµ induces

a K(2)-module structure on Skδ . If a symbol of degree k is represented by a pair of densities
(F1, F2), it is easy to see that LXf (F1, F2) corresponds to the pair(

Lδ−kXf
F1 −

1

2
D̄1D̄2(f)F2, L

δ−k
Xf

F2 +
1

2
D̄1D̄2(f)F1

)
.

We are now in position to define the notion of spo(2|2)-equivariant quantization:

Definition 1. An spo(2|2)-equivariant quantization is a linear bijection Q between Sδ and Dλµ
that preserves the principal symbol in the sense that σ ◦ Q = Id and that commutes with the
action of spo(2|2), in the sense that

LXf ◦Q = Q ◦ LXf
for all Xf ∈ spo(2|2).

3 Tools used to build the quantization

In order to tackle the problem of spo(2|2)-equivariant quantization, we will need to adapt the
tools used in [22] for the case where g = pgl(p + 1|q). The main ingredients are the affine
quantization map and the difference between the representations (Sδ,L) and (Sδ, L) of spo(2|2)
measured by the map γ (see Section 3.2). In the sequel, 1

2 +N will denote the set of half-natural
numbers.

3.1 The affine quantization map

The affine quantization map QAff is the linear bijection between Sδ and Dλµ defined in the
following way:

QAff |Skδ (F1, F2) =

{
F1∂

k
x + F2∂

k−1
x D̄1D̄2, if k ∈ N,

F1∂
k− 1

2
x D̄1 + F2∂

k− 1
2

x D̄2, if k ∈ 1
2 + N.

Thanks to the map QAff , we can carry the Vect(S1|2)-module structure of Dλ,µ to Sδ by
defining a Lie derivative L on Sδ in the following way:

LX = Q−1Aff ◦ LX ◦QAff

for all X in Vect(S1|2).
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The existence of an spo(2|2)-equivariant quantization is then equivalent to the existence, for
all (half)-natural number k, of an spo(2|2)-equivariant map

Q : (Skδ , L)→ (Sδ,L)

such that the homogeneous part of highest degree of Q(S) is equal to S for all S ∈ Skδ . Indeed,
Q is a map of this type if and only if QAff ◦ Q is an spo(2|2)-equivariant quantization in the
sense of Definition 1.

3.2 The map γ

The difference between the representations (Sδ,L) and (Sδ, L) of spo(2|2) is measured by the
map

γ : spo(2|2)→ gl(Sδ,Sδ) : Xf 7→ γ(Xf ) = LXf − LXf .

In order to compute this map, the following lemma, which gives some commutators, will be
useful.

Lemma 1. If k ∈ N and Xf ∈ spo(2|2), then, if we consider that the operators Xf , ∂x, D̄1

and D̄2 act on Fλ (where λ ∈ R), we obtain the following relations:

[Xf , ∂
k
x ] = −kf ′∂kx + k

(−1)f̃

2
(D̄1(f

′)∂k−1x D̄1 + D̄2(f
′)∂k−1x D̄2)−

k(k − 1)

2
f ′′∂k−1x ,

[Xf , D̄1] = −1

2
f ′D̄1 +

1

2
D̄1D̄2(f)D̄2, [Xf , D̄2] = −1

2
f ′D̄2 −

1

2
D̄1D̄2(f)D̄1

and

[∂kx , f ] = kf ′∂k−1x +
k(k − 1)

2
f ′′∂k−2x ,

if f denotes the left multiplication by f .

Proof. The first formula can be proved simply by induction. If k = 1, the relation is obvious.
If the formula is true for k then

[Xf , ∂
k+1
x ] = [Xf , ∂x∂

k
x ] =

(
−f ′∂x +

(−1)f̃

2
(D̄1(f

′)D̄1 + D̄2(f
′)D̄2)

)
∂kx

+ ∂x

(
−kf ′∂kx + k

(−1)f̃

2
(D̄1(f

′)∂k−1x D̄1 + D̄2(f
′)∂k−1x D̄2)−

k(k − 1)

2
f ′′∂k−1x

)
.

It is then easy to see that the formula is true also for k + 1.
The formulae for [Xf , D̄1] and [Xf , D̄2] can be proved simply by a straightforward computa-

tion while the last formula can be proved e.g. by an easy induction. �

We are now in position to compute the map γ. We shall say that a symbol (F1, F2) is even
(resp. odd) if F̃1 = F̃2 = 0 (resp. F̃1 = F̃2 = 1). If (F1, F2) is a homogeneous symbol, we shall
denote by F̃ the number F̃1 = F̃2.

Proposition 1. The map γ vanishes on the affine Lie subsuperalgebra Aff (2|2).

Also, for any f ∈{xθ1, xθ2, x2}, γ(f) maps Skδ to Sk−
1
2

δ ⊕Sk−1δ . More precisely, if (F1, F2)∈Skδ
is a homogeneous symbol, we have

(QAff ◦ γ(Xf ))(F1, F2) = (−1)f̃
(

(−1)F̃
k

2
D̄1(f

′)F1 + (−1)F̃
(
k

2
+ λ

)
D̄2(f

′)F2

)
∂k−1x D̄1
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+ (−1)f̃
(

(−1)F̃
k

2
D̄2(f

′)F1 − (−1)F̃
(
k

2
+ λ

)
D̄1(f

′)F2

)
∂k−1x D̄2

− k
(
k − 1

2
+ λ

)
f ′′F1∂

k−1
x − (k − 1)

(
k

2
+ λ

)
f ′′F2∂

k−2
x D̄1D̄2,

for k ∈ N and

(QAff ◦ γ(Xf ))(F1, F2) = −(−1)F̃+f̃

(
k − 1

2

2
+ λ

)(
D̄1(f

′)F1 + D̄2(f
′)F2

)
∂
k− 1

2
x

+ (−1)f̃
k − 1

2

2

(
(−1)F̃ D̄1(f

′)F2 − (−1)F̃ D̄2(f
′)F1

)
∂
k− 3

2
x D̄1D̄2

+

(
k − 1

2

)((−k + 1
2

2
− λ

)
f ′′F1

)
∂
k− 3

2
x D̄1 +

(
k − 1

2

)((−k + 1
2

2
− λ

)
f ′′F2

)
∂
k− 3

2
x D̄2

for k ∈ 1
2 + N.

Proof. If k ∈ N, QAff(F1, F2) can be expressed formally in the following matrix form:

QAff(F1, F2) = (F1, F2)

(
∂kx

∂k−1x D̄1D̄2

)
.

If we denote by D the column vector

(
∂kx

∂k−1x D̄1D̄2

)
, LXf (QAff(F1, F2)) is then equal to

(Xf + µf ′)((F1, F2)D)− (−1)f̃ F̃ (F1, F2)D(Xf + λf ′),

which is equal to

(Xf · F1, Xf · F2)D + (−1)f̃ F̃ (F1, F2)[Xf , D] + (µ− λ)f ′(F1, F2)D

− (−1)f̃ F̃λ(F1, F2)[D, f
′].

Thanks to the relations established in Lemma 1, we can see that [Xf , D] is equal to(
−kf ′∂kx + k

2 (−1)f̃
(
D̄1(f

′)∂k−1x D̄1 + D̄2(f
′)∂k−1x D̄2

)
−kf ′∂k−1x D̄1D̄2 + k

2 (−1)f̃
(
D̄2(f

′)∂k−1x D̄1 − D̄1(f
′)∂k−1x D̄2

))

+

(
−k(k−1)

2 f ′′∂k−1x

−k(k−1)
2 f ′′∂k−2x D̄1D̄2

)
,

while [D, f ′] is equal to(
kf ′′∂k−1x

(−1)f̃+1(D̄2f
′)∂k−1x D̄1 + (−1)f̃ (D̄1f

′)∂k−1x D̄2 + (k − 1)f ′′∂k−2x D̄1D̄2

)
.

The terms (Xf · F1, Xf · F2)D, (µ− λ)f ′(F1, F2)D and

(−1)f̃ F̃ (F1, F2)

(
−kf ′∂kx

−kf ′∂k−1x D̄1D̄2

)

are used to reconstruct QAff(LXf (F1, F2)). It is easy to see that the sum of the other terms is
equal to QAff(γ(Xf )(F1, F2)).
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If k ∈ 1
2 + N, QAff(F1, F2) can be expressed formally in the following matrix form:

QAff(F1, F2) = (F1, F2)

(
∂
k− 1

2
x D̄1

∂
k− 1

2
x D̄2

)
.

If we denote by D the column vector

(
∂
k− 1

2
x D̄1

∂
k− 1

2
x D̄2

)
, LXf (QAff(F1, F2)) is then equal to

(Xf + µf ′)((F1, F2)D)− (−1)f̃(F̃+1)(F1, F2)D(Xf + λf ′),

which is equal to

(Xf · F1, Xf · F2)D + (−1)f̃ F̃ (F1, F2)[Xf , D] + (µ− λ)f ′(F1, F2)D

− (−1)f̃(F̃+1)λ(F1, F2)[D, f
′].

Thanks to the relations established in the Lemma 1, we can see that [Xf , D] is equal to−kf ′∂k− 1
2

x D̄1 + 1
2D̄1D̄2(f)∂

k− 1
2

x D̄2

−kf ′∂k−
1
2

x D̄2 − 1
2D̄1D̄2(f)∂

k− 1
2

x D̄1


−

 k− 1
2

2 (−1)f̃
(
D̄1(f

′)∂
k− 1

2
x + D̄2(f

′)∂
k− 3

2
x D̄1D̄2

)
+

(k− 1
2
)2

2 f ′′∂
k− 3

2
x D̄1

−k− 1
2

2 (−1)f̃
(
D̄1(f

′)∂
k− 3

2
x D̄1D̄2 − D̄2(f

′)∂
k− 1

2
x

)
+

(k− 1
2
)2

2 f ′′∂
k− 3

2
x D̄2

 ,

while [D, f ′] is equal to(−1)f̃
(
k − 1

2

)
f ′′∂

k− 3
2

x D̄1 + D̄1(f
′)∂

k− 1
2

x

(−1)f̃
(
k − 1

2

)
f ′′∂

k− 3
2

x D̄2 + D̄2(f
′)∂

k− 1
2

x

 .

The terms (Xf · F1, Xf · F2)D, (µ− λ)f ′(F1, F2)D and

(−1)f̃ F̃ (F1, F2)

−kf ′∂k− 1
2

x D̄1 + 1
2D̄1D̄2(f)∂

k− 1
2

x D̄2

−kf ′∂k−
1
2

x D̄2 − 1
2D̄1D̄2(f)∂

k− 1
2

x D̄1


are used to reconstruct QAff(LXf (F1, F2)). It is easy to see that the sum of the other terms is
equal to QAff(γ(Xf )(F1, F2)). �

If k ∈ N, then the component of γ(Xf )|Skδ with respect to Sk−
1
2

δ can be put in the following

matrix form:

(−1)f̃+F̃

(
k
2 D̄1(f

′)
(
k
2 + λ

)
D̄2(f

′)
k
2 D̄2(f

′) −
(
k
2 + λ

)
D̄1(f

′)

)

while the component with respect to Sk−1δ can be written in the following way:

−f ′′
(
k
(
k−1
2 + λ

)
0

0 (k − 1)
(
k
2 + λ

)) .



10 N. Mellouli, A. Nibirantiza and F. Radoux

If k ∈ 1
2 +N, then the component of γ(Xf )|Skδ with respect to Sk−

1
2

δ can be put in the following

matrix form:

−(−1)f̃+F̃


(
k− 1

2
2 + λ

)
D̄1(f

′)
(
k− 1

2
2 + λ

)
D̄2(f

′)

k− 1
2

2 D̄2(f
′) −

(
k− 1

2
2

)
D̄1(f

′)


while the component with respect to Sk−1δ can be written in the following way:(

k − 1

2

)(−k + 1
2

2
− λ

)
f ′′Id.

3.3 Casimir operators

The method that we are going to use here to build the spo(2|2)-equivariant quantization is linked
to the Casimir operators, as in [22]. Actually, the method is based on the comparison of the
Casimir operators C and C of spo(2|2) associated with the representations L and L on Sδ. In
this section, we are going to show that the Casimir operator C is diagonalizable and that there
is a simple relation between C and C.

First of all, let us recall the definition of the Casimir operator associated with a representation
of a Lie superalgebra (see e.g. [1, 11, 25, 26, 27]).

Definition 2. We consider a Lie superalgebra l endowed with an even non-degenerate supersym-
metric bilinear form K and a representation (V, β) of l. The Casimir operator Cβ of l associated
with (V, β) is defined by

Cβ =
∑
i

β
(
u∗i
)
β(ui),

where ui and u∗i are K-dual bases of l, in the sense that K(ui, u
∗
j ) = δi,j for all i, j.

In the sequel, the bilinear form that we will use to define the Casimir operators of spo(2|2)
will be the form K defined in this way:

K(A,B) = 2 str(AB) ∀A,B ∈ spo(2|2).

The following lemma gives the bases that will be used to define the Casimir operators of
spo(2|2).

Lemma 2. The K-dual basis corresponding to the basis

{X1, Xθ1 , Xθ2 , Xx, Xθ1θ2 , Xxθ1 , Xxθ2 , Xx2}

of spo(2|2) is given by the basis{
−1

2
Xx2 ,−Xxθ1 ,−Xxθ2 , Xx, Xθ1θ2 , Xθ1 , Xθ2 ,−

1

2
X1

}
.

Proof. The result is easily proved using the correspondence between vector fields of spo(2|2)
and matrices established in Section 2.3. �

We are now in position to compute the Casimir operator associated with the representa-
tion (Skδ , L). Actually, this operator is simply a multiple of the identity.
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Proposition 2. The Casimir operator associated with the representation (Skδ , L) of spo(2|2) is
given by C|Skδ = αkId, where

αk =

{
(−k + δ)2, if k ∈ N,
(−k + δ)2 − 1

4 , if k ∈ 1
2 + N.

Proof. First, using Definition 2 and Lemma 2, the Casimir operator C|Skδ is equal to

−1

2
LXx2LX1 − LXxθ1LXθ1 − LXxθ2LXθ2

+ (LXx)2 + (LXθ1θ2 )2 + LXθ1LXxθ1 + LXθ2LXxθ2 −
1

2
LX1LXx2 .

If k ∈ N, thanks to the form of the hamiltonian vector fields, it is easy to see that this Casimir
operator is a differential operator that can be written in the following way:

f0 + f1∂x + f2D̄1 + f3D̄2 + f4∂
2
x + f5∂xD̄1 + f6∂xD̄2 + f7D̄1D̄2,

where fi ∈ C∞(S1|2) for all i. Since the Casimir operator commutes with the vector field
X1 = ∂x and since ∂x commutes with D̄1 and D̄2, the coefficients fi can not depend on the
coordinate x.

Since the Casimir operator commutes with the action of the vector field Xθ1 , which is equal
to 1

2(∂θ1 + θ1∂x), and the action of the vector field Xθ2 , which is equal to 1
2(∂θ2 + θ2∂x), and

since these vector fields commute with ∂x, D̄1 and D̄2, the coefficients fi are invariant under
the actions of Xθ1 and Xθ2 , thus these coefficients can not depend on the coordinates θ1 and θ2.

To summarize, C|Skδ has constant coefficients.

Because of the expressions of the Lie derivative and of the vector fields Xx2 , Xxθ1 , Xxθ2

and Xθ1θ2 , the terms −1
2LXx2LX1 , LXxθ1LXθ1 , LXxθ2LXθ2 and (LXθ1θ2 )2 of C|Skδ give then no

contribution.
The term −1

2LX1LXx2 gives the same contribution as the term

−1

2
L[X1,Xx2 ]

= −1

2
LX{1,x2} = −LXx .

The contribution of this last term is equal to −(δ − k)Id.
The term (LXx)2 gives as for it a contribution equal to (δ − k)2Id.
Eventually, each of the two terms LXθ1LXxθ1 and LXθ2LXxθ2 gives a contribution equal to

1
2(δ − k)Id.

To conclude, if k ∈ N, C|Skδ = (δ − k)2Id.

If k ∈ 1
2 + N, it is easy to see that the component number 1 (resp. 2) of C|Skδ (F1, F2) can be

written in the following way:(
f0 + f1∂x + f2D̄1 + f3D̄2 + f4∂

2
x + f5∂xD̄1 + f6∂xD̄2 + f7D̄1D̄2

)
F1

+
(
g0 + g1∂x + g2D̄1 + g3D̄2

)
F2(

resp.
(
f0 + f1∂x + f2D̄1 + f3D̄2 + f4∂

2
x + f5∂xD̄1 + f6∂xD̄2 + f7D̄1D̄2

)
F2

+
(
g0 + g1∂x + g2D̄1 + g3D̄2

)
F1

)
,

where fi, gi ∈ C∞(S1|2) for all i. As above, thanks to the fact that C|Skδ commutes with the

vector fields X1, Xθ1 and Xθ2 , it turns out that the coefficients fi and gi are constant.
It is then easily seen that the only terms that did not occur in the case k ∈ N and that give

contributions in the computation of C|Skδ come from the term (LXθ1θ2 )2 and give a contribution

equal to −1
4 Id. �



12 N. Mellouli, A. Nibirantiza and F. Radoux

As in [22], we define an operator which measures the difference between the Casimir opera-
tors C and C. This map will be called the operator N , as in the previous reference.

Definition 3. The operator N is defined by

N : Sδ → Sδ : S 7→ C(S)− C(S).

From the expression of the map γ, it is easy to deduce an explicit formula for N .

Proposition 3. The operator N maps Skδ into Sk−
1
2

δ ⊕ Sk−1δ .

If k ∈ N, the component with respect to Sk−
1
2

δ of N |Skδ can be written in a matrix form in the

following way:

−(−1)F̃

(
k
2 D̄1 (k2 + λ)D̄2

k
2 D̄2 −(k2 + λ)D̄1

)
,

while the component with respect to Sk−1δ of this operator is equal to

2

(
k
(
k−1
2 + λ

)
∂x 0

0 (k − 1)
(
k
2 + λ

)
∂x

)
.

If k ∈ 1
2 + N, the component with respect to Sk−

1
2

δ of N |Skδ is equal to

(−1)F̃

(k− 1
2

2 + λ
)
D̄1

(
k− 1

2
2 + λ

)
D̄2

k− 1
2

2 D̄2 −k− 1
2

2 D̄1

 ,

while the component with respect to Sk−1δ of this operator can be written in the following way:

2

(
k − 1

2

)(
k − 1

2

2
+ λ

)(
∂x 0
0 ∂x

)
.

Proof. Using the expressions of C and C and the definition of γ, we obtain immediately

N = −1

2
γ(Xx2)LX1 − γ(Xxθ1)LXθ1 − γ(Xxθ2)LXθ2 + LXθ1γ(Xxθ1)

+ LXθ2γ(Xxθ2)− 1

2
LX1γ(Xx2).

Suppose first that k ∈ N. If we write the Lie derivatives in a matrix way, we obtain then that

the component with respect to Sk−
1
2

δ of N |Skδ is equal to

2(−1)F̃

(
k
2θ1

(
k
2 + λ

)
θ2

k
2θ2 −

(
k
2 + λ

)
θ1

)(
∂x 0
0 ∂x

)
− (−1)F̃

(
k
2 0

0 −
(
k
2 + λ

))(∂θ1 + θ1∂x 0
0 ∂θ1 + θ1∂x

)
− (−1)F̃

(
0 k

2 + λ
k
2 0

)(
∂θ2 + θ2∂x 0

0 ∂θ2 + θ2∂x

)
,

i.e. to

= −(−1)F̃

(
k
2 D̄1

(
k
2 + λ

)
D̄2

k
2 D̄2 −

(
k
2 + λ

)
D̄1

)
.

It turns out that the component with respect to Sk−1δ of N |Skδ is equal to

2

(
k
(
k−1
2 + λ

)
0

0 (k − 1)
(
k
2 + λ

))(∂x 0
0 ∂x

)
.

Similar computations allow to show that the formulae for the case k ∈ N+ 1
2 are also correct. �
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4 Construction of the quantization

We begin this section with the definition of the critical values of δ. As in [22], the set of critical
values of δ is a set outside of which the spo(2|2)-equivariant quantization exists and is unique.

4.1 Critical values

Definition 4. A value of δ is critical if there exist k, l ∈ N
2 with l < k such that αk = αl.

Proposition 4. The set of critical values of δ is given by{
k + l

2
: k, l ∈ N, l < k

}
∪

{
k2 − l2 + 1

4

2(k − l)
: k ∈ N, l ∈ N +

1

2
, l < k

}

∪

{
k2 − l2 − 1

4

2(k − l)
: k ∈ N +

1

2
, l ∈ N, l < k

}
.

Proof. The result can be easily proved from a straightforward computation using Proposi-
tion 2. �

4.2 The construction

The main result is given by the following theorem.

Theorem 1. If δ is not critical, there exists a unique spo(2|2)-equivariant quantization from Sδ
to Dλ,µ.

Proof. The proof is similar to the one of [22]. First, remark that for every S ∈ Skδ , there exists

a unique eigenvector Ŝ of C with eigenvalue αk such that{
Ŝ = Sk + Sk− 1

2
+ Sk−1 + · · ·+ S0, Sk = S,

Sl ∈ S lδ for all l 6 k − 1
2 .

Indeed, the fact that Ŝ has to be an eigenvector of C with eigenvalue αk implies that{
(C − αkId)Sk− 1

2
= −prk− 1

2
(N(Sk)),

(C − αkId)Sk−l = −
(
prk−l(N(Sk−l+ 1

2
)) + prk−l(N(Sk−l+1))

) (1)

for l = 1, 32 , . . . , k, where pri stands for the natural projection Sδ → Siδ.
As δ is not critical, the differences αk−αl are different from 0, the operators (C−αkId)|Sk−lδ

are thus all invertible and therefore this system of equations has a unique solution.

Now, define the quantization Q by Q|Skδ (S) = Ŝ. It is clearly a bijection and it also fulfills

Q ◦ LXf = LXf ◦Q for all Xf ∈ spo(2|2).

Indeed, for all S ∈ Skδ , the symbols Q(LXfS) and LXf (Q(S)) share the following properties:

• they are eigenvectors of C of eigenvalue αk because, on the one hand, C commutes with LXf
for all Xf ∈ spo(2|2) and, on the other hand, C commutes with LXf for all Xf ∈ spo(2|2).

• their term of degree k is exactly LXfS.
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The first part of the proof shows that they have to coincide. An spo(2|2)-equivariant quantization
is thus given by QAff ◦Q.

This quantization is the unique spo(2|2)-equivariant quantization. Indeed, if S is an eigenvec-
tor of C of eigenvalue αk, then, if Q is spo(2|2)-equivariant, Q(S) has to be an eigenvector of C
of the same eigenvalue because C and C are built from the Lie derivatives L and L. The unique-
ness of the solution of the system (1) implies then the uniqueness of the spo(2|2)-equivariant
quantization. �

5 Explicit formulae for the spo(2|2)-equivariant quantization

In this section, we give in the non-critical situations the explicit formula for the spo(2|2)-
equivariant quantization in the cases where k ∈ N and where k ∈ N + 1

2 .

5.1 Case k ∈ N

Proposition 5. If δ is non-critical and if l is a natural number, the symbol Sk−l in the proof
of Theorem 1 is given by:

Cl

(
AkBk−l∂

l
x 0

0 Ak−lBk∂
l
x

)
Sk +Dl

(
AkBk−l∂

l
x −BkBk−lD̄1D̄2∂

l−1
x

AkAk−lD̄1D̄2∂
l−1
x Ak−lBk∂

l
x

)
Sk, (2)

where the coefficients Ak, Bk, Cl and Dl are given in the following way:

Ak = −k, Bk = −(k + 2λ),

Cl =

l−1∏
i=1

Ak−iBk−i

l∏
i=1

(αk − αk−i)
, Dl =

−l
l−1∏
i=1

Ak−iBk−i

2(αk − αk− 1
2
)

l∏
i=1

(αk − αk−i)
.

If l ∈ N + 1
2 , we have:

Sk−l = (−1)S̃k+1El

[(
AkD̄1 BkD̄2

AkD̄2 −BkD̄1

)
∂blcx

]
Sk, (3)

where blc is the integer part of l and where El is given in the following way:

El =

l− 1
2∏

i=1
Ak−iBk−i

2
(
αk − αk− 1

2

) l− 1
2∏

i=1
(αk − αk−i)

.

The first coefficients Cl, Dl and El are given by the following formulae:

C1 =
1

αk − αk−1
, D1 = − 1

2
(
αk − αk− 1

2

)
(αk − αk−1)

, E 1
2

=
1

2
(
αk − αk− 1

2

) .
Proof. The symbols Sk−l are built by induction using the formula (1). When l = 1

2 and when
l = 1, the formulae (2) and (3) can be easily proved using the relation (1), Propositions 2 and 3.

Suppose that the formulae for the symbols Sk−l′ are true if l′ 6 l and prove that the formula
for Sk−l− 1

2
is also true.
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Using (1), we can first write

Sk−l− 1
2

=
1

αk − αk−l− 1
2

[
Nk−l
k−l− 1

2

(Sk−l) +N
k−l+ 1

2

k−l− 1
2

(
Sk−(l− 1

2
)

)]
, (4)

where the component with respect to Sk−l−iδ of N |Sk−lδ
is denoted by Nk−l

k−l−i.

Two situations may occur:

If l is a natural number, then (k − l) is a natural number and (k − l + 1
2) ∈ N + 1

2 . In this
case, the relation (4) shows, using Propositions 2 and 3, the relation (2) and the relation (3),
that Sk−l− 1

2
has the same form as the right hand side of (3) and that

El+ 1
2

=
Ak−lBk−l

2
(
αk − αk−(l+ 1

2
)

) (Cl + 2Dl + 2El− 1
2

)
.

Using the induction hypothesis on the coefficients Cl, Dl and El− 1
2
, it is easy to see that El+ 1

2

is given by the right formula.

If l ∈ N+ 1
2 , then (k− l) ∈ N+ 1

2 and
(
k− l+ 1

2

)
is a natural number. Computations similar

to the computations above show that Sk−l− 1
2

has the same form as the right hand side of (2)

and that the coefficients Cl+ 1
2

and Dl+ 1
2

are given by the following formulae:

Cl+ 1
2

=
Ak−l+ 1

2
Bk−l+ 1

2(
αk − αk−(l+ 1

2
)

)Cl− 1
2
,

Dl+ 1
2

=
1(

αk − αk−(l+ 1
2
)

) (−El +Ak−l+ 1
2
Bk−l+ 1

2
Dl− 1

2

)
.

Using the induction hypothesis on the coefficients Cl− 1
2
, El and Dl− 1

2
, it is easy to see that

Cl+ 1
2

and Dl+ 1
2

are given by the right formulae. �

5.2 Case k ∈ 1
2
+ N

Proposition 6. If δ is non-critical and if l is a natural number, the symbol Sk−l given in the
proof of Theorem 1 is given by:[

C ′l

(
∂lx 0
0 ∂lx

)
+D′l

(
∂lx −D̄1D̄2∂

l−1
x

D̄1D̄2∂
l−1
x ∂lx

)]
Sk,

where the coefficients C ′l and D′l are given in the following way:

C ′l =

l−1∏
i=0

(
Ak− 1

2
−iBk− 1

2
−i

)
l∏

i=1
(αk − αk−i)

, D′l =

−l
l−1∏
i=0

(
Ak− 1

2
−iBk− 1

2
−i

)
2
(
αk − αk− 1

2

) l∏
i=1

(αk − αk−i)
.

If l ∈ N + 1
2 , we have:

Sk−l = (−1)S̃k+1E′l

[(
Bk−lD̄1 Bk−lD̄2

Ak−lD̄2 −Ak−lD̄1

)
∂blcx

]
Sk,
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where blc is the integer part of l and where the coefficients E′l are given by the following formulae:

E′l =

l− 3
2∏

i=0

(
Ak− 1

2
−iBk− 1

2
−i

)
2
(
αk − αk− 1

2

) l− 1
2∏

i=1
(αk − αk−i)

.

The first coefficient E′1
2

is defined in the following way:

E′1
2

=
1

2
(
αk − αk− 1

2

) .
Proof. The proof is completely similar to the previous one. �

Remark 1. If k ∈ N
(
resp. k ∈ N + 1

2

)
, if l ∈ N + 1

2 is between 3
2 and k − 1

2 (resp. k) and if δ
is such that the difference αk −αk−l vanishes, the explicit formula given in Proposition 5 (resp.
Proposition 6) is still well-defined. Since these formulae give spo(2|2)-equivariant quantizations
and are continuous in neighborhoods of these values of δ, these formulae give also spo(2|2)-
equivariant quantizations for these values of δ, by continuity.

If k ∈ N
(
resp. k ∈ N+ 1

2

)
, an spo(2|2)-equivariant quantization for symbols of degree k exists

thus also for the values of δ equal to

k2 − l2 + 1
4

2(k − l)

(
resp.

k2 − l2 − 1
4

2(k − l)

)
,

when the half-natural number l (resp. the natural number l) varies from 1
2 (resp. 0) to k − 3

2 .

Remark 2. If k ∈ N and if αk−αk− 1
2

= 0 (i.e. if δ = k) or if αk−αk−1 = 0
(
i.e. if δ = k− 1

2

)
, then

there is no spo(2|2)-equivariant quantization. Indeed, in these situations, the equations whose
the unknowns are Sk− 1

2
and Sk−1 in the system (1) admit no solution because the left hand side

of these equations vanishs whereas their right hand side is not equal to zero. Now, the existence
of an spo(2|2)-equivariant quantization implies the existence of a solution of the system (1), as
explained in the proof of Theorem 1. For the same reason, if 2 6 l 6 k and if αk−αk−l = 0

(
i.e.

if δ = k− l
2

)
, then there is no spo(2|2)-equivariant quantization if the numbers Bk−1, . . . , Bk−l+1

are different from zero
(
i.e. if λ is different from the numbers −k−1

2 , . . . ,−k−l+1
2

)
. By cons, if

one of these numbers vanishs, the system (1) has infinitely many solutions. In these situations,
there are certainly infinitely many spo(2|2)-equivariant quantizations, but our method linked to
the Casimir operators does not allow to conclude.

Exactly in the same way, if k ∈ N + 1
2 and if αk − αk− 1

2
= 0

(
i.e. if δ = k − 1

2

)
, there is no

spo(2|2)-equivariant quantization. If 1 6 l 6 k and if αk−αk−l = 0
(
i.e. if δ = k− l

2

)
, then there

is no spo(2|2)-equivariant quantization if the numbers Bk− 1
2
, . . . , Bk−l+ 1

2
are different from zero(

i.e. if λ is different from the numbers −k− 1
2

2 , . . . ,−k−l+ 1
2

2

)
. As in the case k ∈ N, if one of

these numbers vanishs, there are surely infinitely many spo(2|2)-equivariant quantizations, but
the proof of their existence seems a priori difficult.
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