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## GEOMETRY OF THE BOUNDARY AND DOUBLING PROPERTY OF THE HARMONIC MEASURE FOR GRUSHIN TYPE OPERATORS


#### Abstract

In this note we prove a doubling formula near the boundary for the harmonic measure associated with a class of degenerate elliptic equations known in the literature as Grushin type operators.


## 1. Introduction

The aim of this note is to apply new boundary regularity results for the harmonic measure associated with subelliptic operators recently obtained in [7] to the study of a class of Hörmander's sum-of-squares operators known sometimes in the literature as Grushin type operators, since their hypoellipticity was first proved by Grushin in [11]. Let us start by summarizing the main results of [7]; to this end, we introduce now the main notations. A more complete introduction to the subject, together with a richer list of references can be found in [7].

Let $X=\left\{X_{1}, \ldots, X_{p}\right\}$ be a family of smooth vector fields in $\mathbb{R}^{n}, n \geq 3$, satisfying Hörmander's rank condition

$$
\begin{equation*}
\operatorname{rank} \operatorname{Lie}\left(X_{1}, \ldots, X_{p}\right)=n \tag{1}
\end{equation*}
$$

where Lie $\left(X_{1}, \ldots, X_{p}\right)$ is the Lie algebra generated by $X_{1}, \ldots, X_{p}$. In other words, we assume that there exist $n$ linearly independent commutators of $X_{1}, \ldots, X_{p}$ of order less or equal to $r$ for some $r \in \mathbb{N}$, and, to fix our notations, from now on we shall indicate by $m$ the minimum natural number $r$ that enjoys uniformly this property in a fixed compact set. We shall denote by $\mathcal{L}$ the differential operator

$$
\mathcal{L}=\sum_{j=1}^{p} X_{j}^{*} X j
$$

and we shall say that a function $u$ is $\mathcal{L}$-harmonic if $\mathcal{L} u=0$.
It is well known that we can associate with $X$ the so-called Carnot-Carathéodory distance (CC-distance), see e.g. [15], where in particular the authors prove that metric balls enjoy the doubling property with respect to the Lebesgue measure, i.e., denoting by $B_{x, s}$ the $\rho$-metric ball of center $x$ and radius $s$, if $K \subset \mathbb{R}^{n}$ is a compact set, then there exist positive constants $A=A(K)$ and $s_{0}=s_{0}(K)$ such that

$$
\left|B_{x, 2 s}\right| \leq A\left|B_{x, s}\right|,
$$

[^0]for every $x \in K$ and for every $0<s<s_{0}$, where $|E|$ denotes the Lebesgue measure of the set $E$. It follows that
\[

$$
\begin{equation*}
\left|B_{x, \delta s}\right| \geq \delta^{Q}\left|B_{x, s}\right| \tag{3}
\end{equation*}
$$

\]

for $x \in K$ and $\delta<1$, where $Q=\log _{2} A$ is called the local homogeneous dimension of $\mathbb{R}^{n}$ endowed with the CC-distance.

Throughout this paper, $\Omega$ will be an open bounded subset of $\mathbb{R}^{n}=\mathbb{R}^{n-1} \times \mathbb{R}$, and we shall write $y=\left(y^{\prime}, y_{n}\right) \in \mathbb{R}^{n}$, where $y^{\prime} \in \mathbb{R}^{n-1}, y_{n} \in \mathbb{R}$. We assume that the boundary of $\Omega$ is locally the graph of a function $\left.\left.f \in C^{1, \alpha}\left(\mathbb{R}^{n-1}\right), \alpha \in\right] 0,1\right]$, such that $f(0)=0$ and $\nabla f(0)=0$. In particular, since the following assumption is not restrictive for our goal, we suppose that

$$
\Omega=\left\{\left(y^{\prime}, y_{n}\right) \in \mathbb{R}^{n}: f\left(y^{\prime}\right)<y_{n}<f\left(y^{\prime}\right)+M_{1},\left|y^{\prime}\right|<M_{2}\right\}
$$

for some positive numbers $M_{1}$ and $M_{2}$.
If $m$ is defined above, let $b$ and $r$ be positive numbers; we set

$$
F_{b}^{m}=\left\{\left(y^{\prime}, y_{n}\right) \in \mathbb{R}^{n}: f\left(y^{\prime}\right)<y_{n}<f\left(y^{\prime}\right)+b^{m}\right\}
$$

while for every $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}$ we put

$$
\begin{align*}
\Delta^{m}(x, b, r) & =\left\{\left(y^{\prime}, y_{n}\right) \in \mathbb{R}^{n}: f\left(y^{\prime}\right)<y_{n}<f\left(y^{\prime}\right)+b^{m},\left|y^{\prime}-x^{\prime}\right|<r\right\} \\
\partial^{s} \triangle(x, b, r) & =\left\{\left(y^{\prime}, y_{n}\right) \in \mathbb{R}^{n}: f\left(y^{\prime}\right) \leq y_{n} \leq f\left(y^{\prime}\right)+b^{m},\left|y^{\prime}-x^{\prime}\right|=r\right\}  \tag{4}\\
\partial^{u} \triangle(x, b, r) & =\left\{\left(y^{\prime}, y_{n}+b^{m}\right) \in \mathbb{R}^{n}:\left|y^{\prime}-x^{\prime}\right| \leq r\right\}
\end{align*}
$$

and $\delta(x)=x_{n}-f\left(x^{\prime}\right)$.
Moreover, for every $\sigma \in F_{b}^{m}$ we set $A_{\sigma, b}^{m}=F_{b}^{m} \cap B_{\sigma, c_{1} b}$, where $c>1$ is a constant depending only on the operator $\mathcal{L}$.

Finally, throughout this paper, the symbols $C, c, C^{\prime}, c^{\prime}$ will indicate a constant that can change from formula to formula and even in the same string, whereas $c_{0}, C_{0}, c_{0}^{\prime}, C_{0}^{\prime}, a, \cdots$ will denote fixed constants.

It follows from Bony's classical results ([2], [3]) that we can associate with $\mathcal{L}$, with a bounded connected open set $U \subset \mathbb{R}^{n}$, and with a point $x \in U$ a probability measure on $\partial U$ (the $\mathcal{L}$-harmonic measure, or, shortly, the harmonic measure if there is no way to misunderstandings) denoted by $\omega_{U}^{x}$ such that for any $\phi \in C(\partial U)$ we have

$$
H_{\phi}^{U}(x)=\int_{\partial U} \phi(\sigma) d \omega_{U}^{x}(\sigma)
$$

where $H_{U}^{\phi}$ is the Perron-Wiener-Brelot solution (PWB-solution) of the Dirichlet problem

$$
\begin{cases}\mathcal{L} u=0 & \text { in } U \\ u \equiv \phi & \text { on } \partial U\end{cases}
$$

(see the Appendix of [7] for more details). The following property of the $\mathcal{L}$-harmonic measure will be used through the paper.

THEOREM 1. If $V \subseteq \partial U$ is a Borel set, then $\omega_{U}^{x}(V)$ is the $P W B$-solution evaluated at the point $x$ of the Dirichlet Problem

$$
\begin{cases}\mathcal{L} u=0 & \text { in } U \\ u \equiv 1 & \text { on } \partial V \\ u \equiv 0 & \text { on } \partial U \backslash V\end{cases}
$$

When dealing with the Laplace operator, the regularity of the harmonic measure has been intensively studied in the last years (see for instance [13], [5] and [14] for different crucial steps in the theory). Recently, in [6] the first author proved regularity results for Hölder domains adapting a probabilistic approach ([1]). Basically, our approach relies on the analogy between cusps for elliptic operators and characteristic points for subelliptic operators.

We can state now our first result, i.e. the upper estimate of

$$
\omega_{\Delta^{m}(x, b, r)}^{y}\left(\partial^{s} \Delta^{m}(x, b, r)\right) .
$$

Proposition 1. There exists a positive real constant $c \in] 0,1[$ such that for every $x \in \Omega$, for every positive real numbers b and $r, r \geq c_{2} b$, and for every $y \in \Delta^{m}(x, b, r)$, if $y^{\prime}=x^{\prime}$, then

$$
\omega_{\Delta^{m}(x, b, r)}^{y}\left(\partial^{s} \Delta^{m}(x, b, r)\right) \leq c^{[r / b]} .
$$

Let us state now a lower bound for the harmonic measure proved in [7] that, together with Proposition 1, will yield the doubling estimate for the harmonic measure itself. To this end, let us introduce the definition of $\phi$-Harnack's domains. Let us start with some preliminary definitions.

Definition 1. We shall say that a quasi-metric $\tilde{\rho}$ is compatible with $\mathcal{L}$ if $\tilde{\rho}$ is equivalent to the Carnot-Carathéodory metric $\rho$, i.e. there exist constants $c, C$ such that

$$
\begin{equation*}
c \rho(x, y) \leq \tilde{\rho}(x, y) \leq C \rho(x, y) \tag{5}
\end{equation*}
$$

for all $x, y \in \mathbb{R}^{n}$.
DEFINITION 2. Let $\tilde{\rho}$ be a compatible quasi-metric; a $\tilde{\rho}$-Harnack's chain of balls of length $v$ connecting $x_{1}, x_{2} \in \Omega$ is a finite sequence of open $\tilde{\rho}$ balls contained in $\Omega$, with centers $y_{1}=x_{1}, y_{2}, \ldots, y_{v}=x_{2}$ and radii $r_{1}, \ldots, r_{\nu}, r_{j} \leq \operatorname{dist}_{\tilde{\rho}}\left(y_{j}, \partial \Omega\right), j=1, \ldots, v$, such that

$$
\begin{equation*}
\tilde{\rho}\left(y_{j}, y_{j+1}\right) \leq \theta \min \left\{r_{j}, r_{j+1}\right\}, \tag{6}
\end{equation*}
$$

where $\theta$ is a given geometric constant, that will be chosen small, see the Remark below.
Remark 1. The meaning of $\theta$ in Definition 2 must be better explained. To this end, we recall that it is well known that positive $\mathcal{L}$-harmonic functions on $\rho$-balls satisfy an invariant Harnack's inequality, and the same result can be extended to $\tilde{\rho}$-balls, where $\tilde{\rho}$ is compatible with $\mathcal{L}$. The above constant $\theta$ depends on such inequality, since it satisfies the following property: if $u$ is $\mathcal{L}$-harmonic in $B_{x, r}$, then

$$
\sup _{B_{x, \theta r}} u \leq C \inf _{B_{x, \theta r}} u,
$$

where $C$ is a positive constant independent of $u, x$ and $r \leq r_{0}$.
If $x$ and $y$ can be connected by a chain of $\tilde{\rho}$-balls of length $\nu$ then, by the Harnack's principle

$$
\frac{h(x)}{h(y)}>c^{\nu}
$$

for every positive $\mathcal{L}$-harmonic function $h$ in $\Omega$, where $c>0$ is independent on $x, y$, and $h$.

REMARK 2. In fact, in the sequel we shall not always use Harnack's chains of balls; instead we shall use families of sets depending on a point (the center) and a positive real number (the radius) that are in a natural sense equivalent to metric balls (see [10], [8]). This will not change the result.

We want now to classify open sets $\Omega$ according the possibility of connecting a point $x \in \Omega$ close to the boundary with another point that is 'away enough from the boundary' by means of a $\tilde{\rho}$-Harnack's chain whose length is controlled in terms of a given function of $\delta\left(x_{1}\right)$, where $\delta(x)=x_{n}-f\left(x^{\prime}\right)$. We shall see that, even if the boundary of our domain $\Omega$ is a smooth manifold, nevertheless the estimate of the length of a Harnack's chain may be that of Hölder domains for uniformly elliptic operators.

Thus, we introduce now the definition of $\phi$-Harnack domain.
DEFINITION 3. Let $\tilde{\rho}$ be a compatible quasi-metric, and let $\phi:] 0, \infty[\rightarrow] 0, \infty[$ be a nonincreasing function. We shall say that $\Omega$ is a $\phi$-Harnack's domain in a neighborhood $U$ of the origin if there exist $c(U)>0, c_{2}(U), c_{3}(U), c_{4}(U)>1$, such that, for every $r, b>0$ sufficiently small, $b \leq c_{4}(U) r$, and for every $w \in U \cap \Omega$ with $\Delta^{m}\left(w, c_{2}(U) b, c_{3}(U) r\right) \subset U \cap \Omega$, if $x \in \Delta^{m}(w, b, r)$, then there exist $y \in \Omega, \delta(y)>\left(c_{2}(U) b\right)^{m},\left|y^{\prime}-w^{\prime}\right|<c_{3}(U) r$, and a $\tilde{\rho}$-Harnack's chain $H=\left\{\widetilde{B}_{j}, 1 \leq j \leq v\right\}$ connecting $x$ with $y$ such that:
i) $\widetilde{B}_{j} \subset \Delta^{m}\left(w, 1, c_{3}(U) r\right)$;
ii) $v \leq \phi(\delta(x))-\phi\left(\left(c_{2}(U) b\right)^{m}\right)$;
iii) if we set $S=\bigcup_{j=1}^{\nu} \widetilde{B}_{j}$, then

$$
\omega_{S}^{y}\left(\partial S \backslash F_{c_{2}(U) b}^{m}\right) \geq c(U)
$$

In fact, it would be more precise to speak of $\phi$-Harnack's domain with respect to $\tilde{\rho}$ and to a given choice of cylinders $\Delta^{m}$, see [7], Remark 3.2.

We can state now the second crucial estimate, i.e. the estimate from below of

$$
\omega_{\Delta^{m}\left(0, c_{2}(U) b, c_{3}(U) r\right)}^{x}\left(\partial^{u} \Delta^{m}\left(0, c_{2}(U) b, c_{3}(U) r\right)\right)
$$

in $\phi$-Harnack's domains.
Proposition 2. Let $\Omega$ be a $\phi$-Harnack's domain. With the notations of Definition 3, if $b, r>0$ are such that $\Delta^{m}\left(0, c_{2}(U) b, c_{3}(U) r\right) \subset U$, then for $x \in \Delta^{m}(0, b, r)$ we have

$$
\omega_{\Delta^{m}\left(0, c_{2}(U) b, c_{3}(U) r\right)}^{x}\left(\partial^{u} \Delta^{m}\left(0, c_{2}(U) b, c_{3}(U) r\right)\right) \geq C(U) c^{-\left(\phi(\delta(x))-\phi\left((2 b)^{m}\right)\right)}
$$

where $C(U)>0$ is independent of $u, b$ and $r$.

For every positive real number $\gamma$ let us denote by $\partial^{g} \Delta^{m}(x, \gamma b, \gamma r)$ the following subset of the boundary of the cylinder $\Delta^{m}(x, \gamma b, \gamma r)$,

$$
\partial^{g} \Delta^{m}(x, \gamma b, \gamma r)=\partial \Delta^{m}(x, \gamma b, \gamma r) \backslash\left(\partial \Omega \cup \partial^{s} \Delta^{m}(x, b, \gamma r)\right)
$$

To avoid cumbersome notations, from now on we shall take $c_{2}(U)=c_{3}(U)=2$; our doubling estimate for $\mathcal{L}$-harmonic functions reads as follows.

Theorem 2. Suppose $\Omega$ is a $\phi$-Harnack domain and let $\left\{b_{k}\right\}_{k \in \mathbb{N}},\left\{r_{k}\right\}_{k \in \mathbb{N}}$ be decreasing sequences of real positive numbers such that:
i) $r_{0}=2 r, r_{k} \rightarrow(1+\theta) r, \theta>0$ and $b_{0}=b, b_{k} \rightarrow 0$;
ii) $r_{k}-r_{k+1} \geq c_{2} b_{k+1}$, where $c_{2}$ is defined in Proposition 1;
iii) $\sum_{j=0}^{\infty} \exp \left(\phi\left(b_{j+2}^{m}\right)-\phi\left((2 b)^{m}\right)-\frac{\tilde{c}\left(r_{j}-r_{j+1}\right)}{b_{j+1}}\right)<\infty$, where $\tilde{c}=|\log c|$, c being defined in Proposition 1.
If $b, r>0$, then there exists a positive constant $c=c(r, b)$ (independent of $u$ ) such that for every $y \in \Delta^{m}(x, b, r)$, $x$ in a neighborhood $U$ of the origin, we have

$$
\omega_{\Delta^{m}(x, 2 b, 2 r)}^{y}\left(\partial^{s} \Delta^{m}(x, b, 2 r)\right) \leq c(b, r) \omega_{\Delta^{m}(x, 2 b, 2 r)}^{y}\left(\partial^{g} \Delta^{m}(x, 2 b, 2 r)\right),
$$

where

$$
\begin{aligned}
c(b, r) \leq & C(U)\left\{\exp \left(\phi\left(b_{1}^{m}\right)-\phi\left((2 b)^{m}\right)\right)\right. \\
& \left.+\sum_{k=0}^{\infty} \exp \left(\phi\left(b_{k+2}^{m}\right)-\phi\left((2 b)^{m}\right)-\tilde{c}\left(r_{k}-r_{k+1}\right) / b_{k}\right)\right\} .
\end{aligned}
$$

Hence the following doubling formula holds
(7) $\omega_{\Delta^{m}(x, 2 b, 2 r)}^{y}\left(\partial \Delta^{m}(x, 2 b, 2 r) \backslash \partial \Omega\right) \leq(1+c(b, r)) \omega_{\Delta^{m}(x, 2 b, 2 r)}^{y}\left(\partial^{g} \Delta^{m}(x, 2 b, 2 r)\right)$.

The role of the function $\phi$ and in particular the importance of the logarithmic case is illustrated by the following corollaries.

Corollary 1. With the notations of Theorem 2, if $\phi(s t) \leq s^{-\alpha} \phi(t)$ for $t>0,0<$ $s<1,0<\alpha<1 / m$, then the sum in iii) converges by choosing $b_{k}=2^{-k / m} b$ and $r_{k}=$ $2 r-\frac{r}{8} \sum_{j=0}^{k}(j+1)^{-2}$ for $k \geq 0$.

Proof. Indeed

$$
\begin{aligned}
& \phi\left(b_{k+2}^{m}\right)-\phi\left((2 b)^{m}\right)-\tilde{c} \frac{r_{k+1}-r_{k}}{b_{k+1}} \\
& \quad \leq\left(2^{(k+m+2) \alpha}-1\right) \phi\left((2 b)^{m}\right)-\tilde{c} \frac{r}{b} 2^{(k+1) / m} \frac{1}{(k+1)^{2}} \\
& \quad=-\frac{2^{(k+1) / m}}{k^{2}}\left(\tilde{c} \frac{r}{b}+\phi\left((2 b)^{m}\right) o(1)\right)
\end{aligned}
$$

as $k \rightarrow \infty$, so that the series in $i i i$ ) converges.
Corollary 2. With the notations of Theorem 2, if $\phi(s)=c|\log s|$, then the sum in iii) converges and in addition when $r \approx b$ the constant $c(r, b)$ can be bounded by an universal constant, yielding a scale-invariant doubling inequality.

Proof. We have

$$
\begin{aligned}
\phi\left(b_{k+2}^{m}\right)-\phi\left((2 b)^{m}\right)-\tilde{c} \frac{r_{k+1}-r_{k}}{b_{k+1}} & \leq(k+m+2) \log 2-\tilde{c}^{\prime} \frac{r}{b} 2^{(k+1) / m} \frac{1}{(k+1)^{2}} \\
& \leq-\frac{2^{(k+1) / m}}{k^{2}}\left(\tilde{c}^{\prime} \frac{r}{b}+o(1)\right),
\end{aligned}
$$

as $k \rightarrow \infty$ and we are done.

## 2. Geometry for Grushin operators

In this section, we shall examine in particular the notion of $\phi$-Harnack's domain associated with the family $X=\left\{X_{1}, \cdots, X_{n}\right\}$ of vector fields in $\mathbb{R}_{(x, y)}^{n}=\mathbb{R}_{x}^{n-1} \times \mathbb{R}_{y}$

$$
X_{j}=\frac{\partial}{\partial x_{j}}, j=1, \ldots, n-1, X_{n}=|x|^{\ell} \frac{\partial}{\partial y}
$$

for $\ell \in \mathbb{N}$. Clearly, these vector fields are smooth vector fields satisfying Hörmander's condition only if $\ell$ is even; nevertheless, the geometry of the associated Carnot-Carathéodory distance is fully understood for $\ell \geq 1$ ([10], [8]). Before giving a precise description of the metric balls associated with $X_{1}, \ldots, X_{n}$, we recall that the sub-Laplacian $\mathcal{L}=\sum_{j} X_{j}^{2}$ is invariant under vertical translation, so that, if $u$ is $\mathcal{L}$-harmonic, then $u(x, y+k)$ is $\mathcal{L}$-harmonic too.

THEOREM 3 ([8], [10]). If $x_{0} \in \mathbb{R}^{n-1}, y_{0} \in \mathbb{R}, z_{0}=\left(x_{0}, y_{0}\right), r>0$, put
i) $F\left(x_{0}, r\right)=r\left(\left|x_{0}\right|+r\right)^{\ell}$;
ii) $Q\left(z_{0}, r\right)=B_{\text {euc }}\left(x_{0}, r\right) \times\left(y_{0}-F\left(x_{0}, r\right), y_{0}+F\left(x_{0}, r\right)\right)$,
where $B_{\text {euc }}$ is the $(n-1)$-dimensional Euclidean ball of radius $r$ centred at $x_{0}$. Then there exists $b>1$ such that

$$
Q\left(z_{0}, r / b\right) \subset B_{z_{0}, r} \subset Q\left(z_{0}, b r\right)
$$

when $0<r<1$. In addition
iii) $\rho\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)$

$$
\begin{aligned}
& \approx \rho_{1}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\max \left\{\left|x_{1}-x_{2}\right|, \varphi\left(x_{1},\left|y_{1}-y_{2}\right|\right), \varphi\left(x_{2},\left|y_{1}-y_{2}\right|\right)\right\} \\
& \approx\left|x_{1}-x_{2}\right|+\varphi\left(x_{1},\left|y_{1}-y_{2}\right|\right) \approx\left|x_{1}-y_{1}\right|+\varphi\left(x_{2},\left|y_{1}-y_{2}\right|\right)
\end{aligned}
$$

where

$$
\varphi(x, t)=F(x, \cdot)^{-1}(t)
$$

for $t>0$.
iv) Moreover, there exists $\beta \geq 1$ such that

$$
F(x, \sigma r) \geq \sigma^{\beta} F(x, r)
$$

for $\sigma \in] 0,1[$.

In the sequel, we shall call $Q(z, r)$ 'metric cubes'.
We state now an estimate from below of the $\mathcal{L}$-harmonic measure that we shall use in the sequel when proving iii) of Definition 3 for special classes of open domains.

LEMMA 1. For every $Q=Q(\bar{z}, r), \bar{z}=(\bar{x}, \bar{y})$,

$$
\omega_{Q}^{\bar{z}}(\partial Q \cap\{y>\bar{y}-F(\bar{x}, r)\}) \geq \frac{1}{2}
$$

Proof. By definition, $z \rightarrow u(z)=\omega_{Q}^{z}(\partial Q \cap\{y>\bar{y}-F(\bar{x}, r)\})$ is the PWB-solution of the Dirichlet problem:

$$
\begin{cases}\mathcal{L} u=0 & \text { on } Q \\ u=\chi_{\{y>\bar{y}-F(\bar{x}, r)\}} & \text { in } \partial Q .\end{cases}
$$

On the other hand, the function

$$
l(y)=\frac{y+F(\bar{x}, r)}{2 F(\bar{x}, r)}
$$

is $\mathcal{L}$-harmonic and $0 \leq l(y) \leq \chi_{\{y>\bar{y}-F(\bar{x}, r)\}}$ on $\partial Q$. By the maximum principle, $u(z) \geq l(z)$ for $z \in Q$, and the assertion follows.

DEFINITION 4. If $\alpha>0$ and $z_{0}=\left(x_{0}, y_{0}\right) \in \mathbb{R}^{n}$, we put

$$
\Gamma_{z_{0}, \alpha}=\left\{(x, y) \in \mathbb{R}^{n}: \alpha F\left(x_{0},\left|x-x_{0}\right|\right)<y-y_{0}\right\}
$$

We shall say that open set $\Omega$ is $X-$ Lipschitz if there exists $\alpha>0$ such that (locally)

$$
\Gamma_{z_{0}, \alpha} \subset \Omega
$$

for all $z_{0} \in \Omega$.
We notice that, if $\Omega=\{y>f(x)\}$, then the above condition is equivalent to

$$
\begin{equation*}
f(x)-f(\xi) \leq \alpha F(x,|x-\xi|) \quad \text { for } x, \xi \in \mathbb{R}^{n-1} \tag{8}
\end{equation*}
$$

LEMMA 2. Let $\Omega=\{y>f(x)\} \subset \mathbb{R}^{n}$ be such that $f \in C^{\ell, 1}\left(\mathbb{R}^{n-1}\right)$. If $\frac{\partial^{\gamma} f}{\partial x^{\gamma}}=O(|x|)$, as $x \rightarrow 0$ when $|\gamma| \leq \ell$, then $\Omega$ is a $X$-Lipschitz domain in a neighborhood of the origin.

Proof. From Taylor formula it follows that there exists $\xi=\xi(x),\left|\xi-x_{0}\right| \leq\left|x-x_{0}\right|$ such that

$$
\begin{aligned}
f(x)-f\left(x_{0}\right)= & \sum_{k=1}^{\ell} \frac{1}{k!} \sum_{|\gamma|=k} \frac{\partial^{\gamma} f}{\partial x^{\gamma}}\left(x_{0}\right)\left(x-x_{0}\right)^{\gamma} \\
& +\frac{1}{\ell!} \sum_{|\gamma|=\ell}\left(\frac{\partial^{\gamma} f}{\partial x^{\gamma}}(\xi)-\frac{\partial^{\gamma} f}{\partial x^{\gamma}}\left(x_{0}\right)\right)\left(x-x_{0}\right)^{\gamma} \\
\leq & \left|x-x_{0}\right|\left(c \sum_{k=1}^{\ell}\left|\frac{\partial^{\gamma} f}{\partial x^{\gamma}}\left(x_{0}\right)\right|\left|x-x_{0}\right|^{k-1}+c^{\prime}\left|x-x_{0}\right|^{\ell}\right)
\end{aligned}
$$

Notice now $\left|\frac{\partial^{\gamma} f}{\partial x^{\gamma}}(x)\right|=\left(|x|^{l-|\gamma|+1}\right)$, by iteration. Hence

$$
\begin{aligned}
f(x)-f\left(x_{0}\right) & \leq c^{\prime \prime}\left|x-x_{0}\right|\left(\left|x_{0}\right|^{\ell}+\left|x-x_{0}\right|^{\ell}\right) \\
& \leq c^{\prime \prime \prime}\left|x-x_{0}\right|\left(\left|x_{0}\right|+\left|x-x_{0}\right|\right)^{\ell}=c^{\prime \prime \prime} F\left(x_{0},\left|x-x_{0}\right|\right)
\end{aligned}
$$

and we are done.
Lemma 3. Let $\Omega=\{y>f(x)\} \subset \mathbb{R}^{n}$ be a X-Lipschitz domain. Then there exists a positive constant $C$ such that, for every $z=(x, y), w=(x, y+h) \in \Omega, h>0$, then there exists a Harnack's chain in $\Omega$ of length $v$ connecting $z$ and $w$ such that

$$
\begin{equation*}
v \leq C\left|\log \frac{h}{y-f(x)}\right| \tag{9}
\end{equation*}
$$

Proof. By assumption, there exists $\alpha>0$ such that $\Gamma_{\alpha,(x, f(x))} \subset \Omega$ and $z, w \in \Gamma_{\alpha,(x, f(x))}$. Thus, (9) will be proved by constructing a Harnack's chain contained in $\Gamma_{\alpha,(x, f(x))}$. To this end, we define a sequence of metric cubes $\left\{Q\left(z_{j}, r_{j}\right), j=1, \ldots, v\right\}$ such that $z_{0}=z, z_{v}=w$, $z_{j}=\left(x, y_{j}\right)$, with $y_{j+1}=y_{j}+F\left(x, \sigma r_{j}\right)$, where $\sigma$ is a positive (small) constant to be chosen in such a way (6) holds. The sequence $\left(r_{j}\right)_{j \in \mathbb{N}}$ is defined as follows:

$$
\begin{equation*}
r_{j}=\varphi\left(x, \frac{y_{j}-f(x)}{\alpha+1}\right), \quad j=1, \ldots, v \tag{10}
\end{equation*}
$$

Let us prove that $Q\left(z_{j}, r_{j}\right) \subset \Gamma_{\alpha,(x, f(x))}$; indeed, if $\zeta=(\xi, \eta) \in Q\left(z_{j}, r_{j}\right)$, then, by (10),

$$
\begin{aligned}
\eta-f(x) & =\eta-y_{j}+y_{j}-f(x) \geq-F\left(x, r_{j}\right)+y_{j}-f(x) \\
& =\alpha F\left(x, r_{j}\right)=\alpha r_{j}\left(|x|+r_{j}\right)^{\ell} \\
& >\alpha|\xi-x|(|x|+|\xi-x|)^{\ell}
\end{aligned}
$$

as we held. Now the proof will be accomplished by proving a bound for $v$; to this end, if we put $\delta_{j}=y_{j}-f(x)$, again by (10), we have

$$
\begin{aligned}
\delta_{j+1} & =\delta_{j}+F\left(x, \sigma r_{j}\right) \geq \delta_{j}+\sigma^{\beta} F\left(x, r_{j}\right) \\
& =\delta_{j}\left(1+\frac{\sigma^{\beta}}{1+\alpha}\right)
\end{aligned}
$$

By iteration (9) follows.
THEOREM 4. $X$-Lipschitz domains are $\phi$-Harnack's domains, with $\phi(t)=C|\log t|$.
Proof. Let $r, b$ be given $0<b \leq r$. Take $w=\left(w^{\prime}, w^{\prime \prime}\right)$ in a neighborhood of the origin, and let $z=(x, y)$ be such that $\left|x-\overline{w^{\prime}}\right|<r, f(x)<y<f(x)+b^{\ell+1}$, and consider the sequence of metric cubes described in Lemma 3 with $h=(2 b)^{\ell+1}-y+f(x)$. Let us prove that this chain satisfies condition $i$ ) of Definition 3. If $(\xi, \eta)$ belongs to some $Q_{j}=Q\left(z_{j}, r_{j}\right), j \leq n$, see Lemma 3, then $|\xi-x|<r_{\nu} \varphi\left(x, \frac{y_{v}-f(x)}{\alpha+1}\right)$, so that

$$
\frac{(2 b)^{\ell+1}}{\alpha+1} \geq \frac{y_{v}-f(x)}{\alpha+1}>F(x,|\xi-x|) \geq|\xi-x|^{\ell+1}
$$

so that $|\xi-x| \leq c_{1} b$, and hence

$$
\left|\xi-w^{\prime}\right| \leq\left(c_{1}+1\right) r
$$

so that $(\xi, \eta) \in \Delta^{\ell+1}\left(w, 1,\left(c_{1}+1\right) r\right)$. By (9),

$$
\begin{aligned}
v & \leq C\left|\log \frac{(2 b)^{\ell+1}-\delta(x)}{\delta(x)}\right|=C\left(|\log \delta(x)|-\left|\log \left((2 b)^{\ell+1}-\delta(x)\right)\right|\right) \\
& \leq C\left(|\log \delta(x)|-\left|\log (2 b)^{\ell+1}\right|\right)
\end{aligned}
$$

that proves $i i$ ).
Finally, we have to show that $i \mathrm{ii}$ ) of Definition 3 holds. Recalling that our metric cubes $Q_{j}$ have increasing radii and the centers are on a vertical line, if $S=\bigcup_{j=1}^{\nu} Q_{j}$, then

$$
\partial Q_{\nu} \cap\left\{y>y_{\nu}-F\left(x, r_{\nu}\right)\right\} \subset \partial S
$$

Suppose first $\bar{Q}_{\nu} \subset\left(F_{b}^{\ell+1}\right)^{c}$. Then

$$
\partial Q_{\nu} \cap\left\{y>y_{\nu}-F\left(x, r_{\nu}\right)\right\} \subset \partial S \backslash\left(F_{b}^{\ell+1}\right)^{c} .
$$

By the maximum principle

$$
\omega_{S}^{z_{\nu}}\left(\partial S \backslash F_{b}^{\ell+1}\right) \geq \omega_{Q_{v}}^{z_{v}}\left(\partial Q_{\nu} \cap\left\{y>y_{v}-F\left(x, r_{\nu}\right)\right\}\right) \geq \frac{1}{2},
$$

by Lemma 1 and we are done. If the metric cube $Q_{\nu}$ is not completely contained in $\left(F_{b}^{\ell+1}\right)^{c}$, it is enough to add $N$ copies of $Q_{v}$ centered at the point $\left(x, y_{v+k}\right), y_{v+k}=y_{v}+k F\left(x, \sigma r_{\nu}\right)$, $\nu=1, \cdots, N$ with $\frac{1}{\alpha+1}\left(N \sigma^{\beta}-\frac{1}{\alpha+1}\right)>0$. In fact, if $(\xi, \eta) \in Q\left(\left(x, y_{v+N}\right), r_{v}\right)$, keeping in mind the definition of $r_{v}$ and (8), we have

$$
\begin{aligned}
\eta & \geq y_{v+N}-F\left(x, r_{\nu}\right)=y_{v}+N F\left(x, \sigma r_{v}\right)-F\left(x, r_{v}\right) \\
& \geq y_{v}+F\left(x, r_{\nu}\right)\left(N \sigma^{\beta}-1\right) \\
& =f(x)+(2 b)^{\ell+1}+\frac{(2 b)^{\ell+1}}{\alpha+1}\left(N \sigma^{\beta}-1\right) \\
& \geq f(\xi)-F(x,|x-\xi|)+(2 b)^{\ell+1}\left(N \sigma^{\beta}+\frac{\alpha}{\alpha+1}\right) \\
& \geq f(\xi)-F\left(x, r_{v}\right)+(2 b)^{\ell+1}\left(N \sigma^{\beta}+\frac{\alpha}{\alpha+1}\right) \\
& \geq f(\xi)+\frac{(2 b)^{\ell+1}}{\alpha+1}\left(N \sigma^{\beta}-\frac{1}{\alpha+1}\right) \\
& >f(\xi)+(2 b)^{\ell+1},
\end{aligned}
$$

so that $(\eta, \xi) \in\left(F_{b}^{\ell+1}\right)^{c}$. Clearly, to add $N$ metric cubes does not invalidate our estimate of $\nu$.

Corollary 3. Let $\Omega=\{y>f(x)\} \subset \mathbb{R}^{n}$ be such that $f \in C^{\ell, 1}\left(\mathbb{R}^{n-1}\right)$. If $\frac{\partial^{\gamma} f}{\partial x^{\gamma}}=$ $O(|x|)$, as $x \rightarrow 0$ when $|\gamma| \leq \ell$, then $\Omega$ is a $\phi$-Harnack's domain, with $\phi(t)=C|\log t|$.

REMARK 3. In fact, domains $\Omega=\{y>f(x)\} \subset \mathbb{R}^{n}$ such that $f \in C^{\ell, 1}\left(\mathbb{R}^{n-1}\right)$ are not 'interesting' from our point of view, since it can be proved they are NTA-domains with respect to the Carnot-Carathéodory metric, and then the general results of [4] apply (in other words, they do not have cusps, when we look at them through the Carnot-Carathéodory geometry).

Thus, in the spirit of the present note, we shall not study domains $\Omega=\{y>f(x)\} \subset \mathbb{R}^{n}$ such that $f \in C^{\ell, 1}\left(\mathbb{R}^{n-1}\right)$; let us show now that, on the contrary, if $f \in C^{\ell, \alpha}\left(\mathbb{R}^{n-1}\right)$, with $0<\alpha<1$, then $\Omega$ can be a $\phi$-Harnack's domain for a suitable non-logarithmic function $\phi$. More precisely, we have:

Theorem 5. Put $\Omega_{\alpha}=\left\{y>|x|^{\ell+\alpha}\right\}, 0<\alpha<1$; then $\Omega$ is a $\phi$-Harnack's domain, with

$$
\phi(t) \approx t^{1-\frac{\ell+1}{\ell+\alpha}} .
$$

Moreover, the above estimate is sharp, in the sense that, if $\theta>0$ is the constant introduced in the Definition 2 and Remark 1, then there exists $c_{\theta}$ such that the length of any Harnack's chain of parameter $\theta$ connecting $(x, y) \in \Omega$ with a point $(\bar{x}, \bar{y}) \in \Omega$ with $\bar{y}>b^{\ell+1}+|\bar{x}|^{\ell+\alpha}$ is bounded from below by $c_{\theta} \varphi(\delta(x, y))$.

The proof of the above Theorem will be accomplished through several steps. Let us start by proving that the constant $\theta$ of (6) can be chosen as small as we need, still taking under control the length of the chain.

Lemma 4. Let H be a Harnack's chain of length $m$ and parameter $\theta$ in (6); then, for every $\theta^{\prime}<\theta$ there exists a Harnack's chain of length $M\left(\theta^{\prime}\right) m$ and parameter $\theta^{\prime}$, where $M\left(\theta^{\prime}\right)$ is a positive number depending only on $\theta^{\prime}$.

Proof. Let $Q\left(\left(x_{j}, y_{j}\right), r_{j}\right)$ and $Q\left(\left(x_{j+1}, y_{j+1}\right), r_{j+1}\right)$ be two consecutive metric cubes of the given Harnack's chain. We shall prove that for every $\theta^{\prime}<\theta$ we can connect $\left(x_{j}, y_{j}\right)$ and $\left(x_{j+1}, y_{j+1}\right)$ with a Harnack's chain of length $M\left(\theta^{\prime}\right)$ and parameter $\theta^{\prime}$.

For the sake of simplicity and without loss of generality, we assume $\left|x_{j}\right| \leq\left|x_{j+1}\right|$. We put

$$
\bar{r}_{j}=\min \left\{r_{j}-\theta \min \left\{r_{j}, r_{j+1}\right\}, r_{j+1}-\theta \min \left\{r_{j}, r_{j+1}\right\}\right\}
$$

Notice that $\bar{r}_{j}=(1-\theta) \min \left\{r_{j}, r_{j+1}\right\}$.
Since

$$
\bar{r}_{j}<\min \left\{r_{j}, r_{j+1}\right\} \leq r_{k},
$$

for $k=j, j+1$, then

$$
Q\left(\left(x_{k}, y_{k}\right), \bar{r}_{j}\right) \subset Q\left(\left(x_{k}, y_{k}\right), \min \left\{r_{j}, r_{j+1}\right\}\right) \subset Q\left(\left(x_{k}, y_{k}\right), r_{k}\right)
$$

for $k=j, j+1$. Let $q \in \mathbb{N}, p \leq q$, and consider the points

$$
\left(u_{p}, y_{j+1}\right)=\left(\left(1-\frac{p}{q}\right) x_{j+1}+\frac{p}{q} x_{j}, y_{j+1}\right) .
$$

In particular,

$$
\left|u_{p+1}-u_{p}\right|=\frac{\left|x_{j}-x_{j+1}\right|}{q}
$$

We hold that $Q\left(\left(u_{p}, y_{j+1}\right), \bar{r}_{j}\right) \subset Q\left(\left(x_{j+1}, y_{j+1}\right), r_{j+1}\right) \subseteq \Omega$ for every integer $p$ such that $p \leq q$. Indeed, let us show first that, if $\xi$ is such that $\left|\xi-u_{p}\right|<\bar{r}_{j}$, then $\left|\xi-x_{j+1}\right|<r_{j+1}$. We have

$$
\left|\xi-x_{j+1}\right| \leq \frac{p}{q}\left|x_{j+1}-x_{j}\right|+\bar{r}_{j} \leq \theta \min \left\{r_{j}, r_{j+1}\right\}+(1-\theta) \min \left\{r_{j}, r_{j+1}\right\}
$$

and the statement is proved. Thus, we need only to prove that, for every $p \leq q$ and for every $\eta \in \mathbb{R}$ such that $\varphi\left(u_{p},\left|\eta-y_{j+1}\right|\right)<\bar{r}_{j}$, then $\varphi\left(x_{j+1},\left|\eta-y_{j+1}\right|\right)<r_{j+1}$; to this end, since $F\left(u_{p}, \cdot\right)$ is increasing, we obtain

$$
\left|\eta-y_{j+1}\right|<F\left(u_{p}, \varphi\left(u_{p},\left|\eta-y_{j+1}\right|\right)\right)
$$

thus, the assertion is proved, since $\left|u_{p}\right|<\left|x_{j+1}\right|$, and hence

$$
\left|\eta-y_{j+1}\right|<F\left(x_{j+1}, \bar{r}_{j}\right) \leq F\left(x_{j+1}, r_{j+1}\right)
$$

We can now give an upper bound of $q$ for a given parameter $\theta^{\prime}$. Choose $q \in \mathbb{N}$ such that

$$
q \geq \frac{\left|x_{j+1}-x_{j}\right|}{\bar{r}_{j}} \frac{1}{\theta^{\prime}}
$$

and

$$
\frac{\left|x_{j+1}-x_{j}\right|}{\bar{r}_{j}} \frac{1}{\theta^{\prime}} \leq q \leq 1+\frac{\theta}{1-\theta} \frac{1}{\theta^{\prime}}
$$

(keep in mind that $\left|x_{j+1}-x_{j}\right|<\theta \min \left\{r_{j+1}, r_{j}\right\}$ ). Then

$$
\left|u_{p+1}-u_{p}\right|=\frac{\left|x_{j+1}-x_{j}\right|}{q}<\theta^{\prime} \bar{r}_{j}
$$

so that condition (6) is satisfied.
In this way, we connected the point $\left(x_{j+1}, y_{j+1}\right)$ with $\left(x_{j}, y_{j+1}\right)$; to complete the proof we have now to move vertically from $\left(x_{j}, y_{j+1}\right)$, to $\left(x_{j}, y_{j}\right)$. We can assume that

$$
\begin{aligned}
& \left|x_{j}-x_{j+1}\right|<\theta \min \left\{r_{j}, r_{j+1}\right\}, \\
& \left|y_{j}-y_{j+1}\right|<F\left(x_{j}, \theta \min \left\{r_{j}, r_{j+1}\right\}\right) \leq F\left(x_{j+1}, \theta \min \left\{r_{j}, r_{j+1}\right\}\right) .
\end{aligned}
$$

Let us prove that for any $\tilde{y}$ lying on the segment between $y_{j}$ and $y_{j+1}$ we have

$$
Q\left(\left(x_{j}, \tilde{y}\right), \bar{r}_{j}\right) \subseteq Q\left(\left(x_{j}, y_{j}\right), r_{j}\right) \cap Q\left(\left(x_{j+1}, y_{j+1}\right), r_{j+1}\right) .
$$

To this end, take $(\xi, \eta) \in Q\left(\left(x_{j}, \tilde{y}\right), \bar{r}_{j}\right)$, i.e.

$$
\left|\xi-x_{j}\right|<\bar{r}_{j}, \quad|\eta-\tilde{y}|<F\left(x_{j}, \bar{r}_{j}\right) .
$$

Clearly, $\left|\xi-x_{j}\right|<r_{j}$; on the other hand

$$
\left|\xi-x_{j+1}\right| \leq \bar{r}_{j}+\left|x_{j}-x_{j+1}\right|<(1-\theta) \min \left\{r_{j}, r_{j+1}\right\}+\theta \min \left\{r_{j}, r_{j+1}\right\} \leq r_{j}
$$

Now

$$
\begin{aligned}
\max \left\{\left|\eta-y_{j}\right|,\left|\eta-y_{j+1}\right|\right\} & \leq F\left(x_{j}, \bar{r}_{j}\right)+\max \left\{\left|y_{j}-\tilde{y}\right|,\left|\tilde{y}-y_{j+1}\right|\right\} \\
& \leq F\left(x_{j}, \bar{r}_{j}\right)+\left|y_{j}-y_{j+1}\right| \\
& <F\left(x_{j},(1-\theta) \min \left\{r_{j}, r_{j+1}\right\}\right)+F\left(x_{j}, \theta \min \left\{r_{j}, r_{j+1}\right\}\right) \\
& \leq(1-\theta) F\left(x_{j}, \min \left\{r_{j}, r_{j+1}\right\}\right)+\theta F\left(x_{j}, \min \left\{r_{j}, r_{j+1}\right\}\right) \\
& \leq F\left(x_{j}, \min \left\{r_{j}, r_{j+1}\right\}\right)=\min \left\{F\left(x_{j}, r_{j}\right), F\left(x_{j+1}, r_{j+1}\right)\right\} .
\end{aligned}
$$

Now we 'climb'. We suppose, without loss of generality, that $y_{j}<y_{j+1}$ and we define a new finite sequence of points as follows:

$$
\left(x_{j}, w_{k}\right)=\left(x_{j},\left(1-\frac{k}{m}\right) y_{j+1}+\frac{k}{m} y_{j}\right) .
$$

Arguing as above, choose now $m \in \mathbb{N}$ such that

$$
m \geq \frac{\left|y_{j+1}-y_{j}\right|}{F\left(x_{j}, \theta^{\prime} \bar{r}_{j}\right)},
$$

and

$$
\begin{aligned}
m & \leq 1+\frac{\left|y_{j+1}-y_{j}\right|}{F\left(x_{j}, \theta^{\prime} \bar{r}_{j}\right)} \\
& \leq 1+\frac{F\left(x_{j}, \theta \min \left\{r_{j}, r_{j+1}\right\}\right)}{F\left(x_{j},(1-\theta) \theta^{\prime} \min \left\{r_{j}, r_{j+1}\right\}\right)} \\
& \leq 1+\left(\frac{\theta}{(1-\theta) \theta^{\prime}}\right)^{\beta}
\end{aligned}
$$

by Theorem 3.
As we proved above, the metric cubes $Q\left(\left(x_{j}, w_{k}\right), \bar{r}_{j}\right)$ are contained in

$$
Q\left(\left(x_{j}, y\right), r_{j}\right) \cap Q\left(\left(x_{j+1}, y_{j+1}\right), r_{j+1}\right) \subseteq \Omega
$$

and

$$
\left|w_{k}-w_{k+1}\right|=\frac{1}{m}\left|y_{k+1}-y_{k}\right| \leq F\left(x_{j}, \theta^{\prime} \bar{r}_{j}\right)
$$

and then (6) holds with parameter $\theta^{\prime}$.
Lemma 5. Let $\Omega_{\alpha}$ be defined as in Theorem 5, $\alpha \in(0,1)$. Then for any $\theta \leq 1$ there exists a positive constant $C_{\theta}$ such that for every $b, r>0, r, b \leq 1$ and for every point $(x, y) \in$ $\Delta^{\ell+1}(0, b / 2, r)$, there exists a Harnack's chain $H=\left\{Q_{j}=Q_{j}\left(\left(x_{j}, y_{j}\right), r_{j}\right)\right\}, j=0, \cdots, v$, connecting $(x, y)$ with a point $(\bar{x}, \bar{y}), \delta(\bar{x}, \bar{y})>b^{\ell+1}$, such that $Q_{j} \subset \Delta^{\ell+1}(0, b, 2 r)$, for every $j=0, \cdots, v$, and

$$
v \leq C_{\theta}\left(\delta(x, y)^{\left.1-\frac{\ell+1}{\ell+\alpha}-b^{(\ell+1)\left(1-\frac{\ell+1}{\ell+\alpha}\right)}\right) . . . . ~ . ~}\right.
$$

Moreover, without loss of generality, we can assume that the last metric cube of $H$ is contained in $\left(F_{b^{\ell+1}}\right)^{c}$.

Proof. By Lemma 4 we have only to consider the case $\theta=1$. We can split the chain we shall build below into two parts. First, if we are very close to the boundary, we can suppose that the largest metric cube contained in $\Omega$ and centered at the starting point $(x, y)$ has radius smaller than $|x| / 2$. In this case, we move on the segment $[(x, y),(0, y)]$ taking, roughly speaking, metric cubes as large as possible till the radii of metric cubes are larger than $|x| / 2$. Then we move vertically, till the center of the last metric cube is above the level $b^{\ell+1}$. If the radius of the first cube is grater than $|x| / 2$ we just move vertically as just described.

We recall that for every $(x, y) \in \Omega$ we put, as usual in this note, $\delta=\delta(x, y)=y-|x|^{\ell+\alpha}$. Notice that for every $(x, y) \in \Omega$ the radius $r$ of the largest metric cube contained in $\Omega$ satisfies the following equation

$$
\begin{equation*}
\delta+|x|^{\ell+\alpha}=r(|x|+r)^{\ell}+(|x|+r)^{\ell+\alpha} \tag{11}
\end{equation*}
$$

Indeed for every $(u, v) \in Q((x, y), r)$,

$$
|u-x|<r, \quad \text { and } \quad|v-y|<F(x, r) ;
$$

on the other hand

$$
|u|^{\ell+\alpha} \leq(|u-x|+|x|)^{\ell+\alpha} \leq(r+|x|)^{\ell+\alpha}
$$

and recalling (11)

$$
\begin{aligned}
|u|^{\ell+\alpha} & \leq(r+|x|)^{\ell+\alpha}=\delta+|x|^{\ell+\alpha}-r(|x|+r)^{\ell}=y-F(x, r) \\
& \leq v+|v-y|-F(x, r)<v,
\end{aligned}
$$

i.e. $(u, v) \in \Omega$. For such kind of maximal metric cube we give a lower and an upper bound of the radius $r$ depending on $|x|$. From (11) and Lagrange's Theorem, there exists $\eta=\eta(x, r) \in(0, r)$ such that

$$
\delta-(\ell+\alpha) r(|x|+\eta)^{\ell+\alpha-1}-r(|x|+r)^{\ell}=0 .
$$

In particular we get

$$
\begin{equation*}
r=\frac{\delta}{(\ell+\alpha)(|x|+\eta)^{\ell+\alpha-1}+(|x|+r)^{\ell}} . \tag{12}
\end{equation*}
$$

Hence, if $|x| / 2>r$, then

$$
\begin{equation*}
\left(\frac{2}{3}\right)^{\ell+\alpha-1} \frac{1}{\ell+\alpha+1} \frac{\delta}{|x|^{\ell+\alpha-1}} \leq r \leq \frac{1}{(\ell+\alpha)} \frac{\delta}{|x|^{\ell+\alpha-1}} \tag{13}
\end{equation*}
$$

since $\alpha<1$ and $\eta \in(0, r)$.
Analogously, if $|x| / 2 \leq r$, from (12) it follows that

$$
\begin{equation*}
\left(\frac{1}{3}\right)^{\ell+\alpha-1} \frac{1}{\ell+\alpha+1} \frac{\delta}{r^{\ell+\alpha-1}} \leq r \tag{14}
\end{equation*}
$$

and from (14) we get

$$
\begin{equation*}
\left(\frac{1}{3}\right)^{\frac{\ell+\alpha-1}{\ell+\alpha}} \frac{1}{(\ell+\alpha+1)^{1 /(\ell+\alpha)}} \cdot \delta^{1 /(\ell+\alpha)}<r<\delta^{1 /(\ell+\alpha)}, \tag{15}
\end{equation*}
$$

notice that the second inequality follows directly from (11) for any $x$ since

$$
\delta+|x|^{\ell+\alpha} \geq(|x|+r)^{\ell+\alpha} \geq|x|^{\ell+\alpha}+r^{\ell+\alpha} .
$$

For sake of simplicity we divide the proof by stressing the main steps.
First step. Assume that $|x| / 2=\left|x_{0}\right| / 2<r_{0}$; otherwise we skip all this part of the construction. Let $Q\left(\left(x_{k}, y_{k}\right), r_{k}\right), 0 \leq k \leq k_{0}$ be the sequence defined as follows: $\left(x_{0}, y_{0}\right)=(x, y)$, $\left(x_{k}, y_{k}\right) \in[(x, y),(0, y)], y_{k}=y$, and

$$
\begin{equation*}
\left|x_{k+1}\right|=\left|x_{k}\right|-r_{k}, \tag{16}
\end{equation*}
$$

where $r_{k}$ is the solution in $r$ of the equation

$$
\begin{equation*}
\delta_{k}+\left|x_{k}\right|^{\ell+\alpha}=r\left(\left|x_{k}\right|+r\right)^{\ell}+\left(\left|x_{k}\right|+r\right)^{\ell+\alpha} \tag{17}
\end{equation*}
$$

$\delta_{k}=\delta\left(x_{k}, y\right)$ and $k_{0}$ is the first integer such that $r_{k}>\left|x_{k}\right| / 2$. Clearly, if for some $k$ we get $r_{k}>\left|x_{k}\right|$ so that (16) is meaningless, then we stop at the step $k+1$ by taking $x_{k+1}=0$.

Notice that, as we have proved before, the metric cubes just defined are contained in $\Omega$.
The sequence $\left(\left|x_{k}\right|\right)_{0 \leq k \leq k_{0}}$ is by definition (16) strictly decreasing, while $\left(r_{k}\right)_{0 \leq k \leq k_{0}}$ is strictly increasing; indeed,

$$
\begin{aligned}
\delta_{k+1}+\left|x_{k+1}\right|^{\ell+\alpha} & =y=\delta_{k}+\left|x_{k}\right|^{\ell+\alpha} \\
& =r_{k}\left(\left|x_{k}\right|+r_{k}\right)^{\ell}+\left(\left|x_{k}\right|+r_{k}\right)^{\ell+\alpha} \\
& =r_{k}\left(\left|x_{k+1}\right|+2 r_{k}\right)^{\ell}+\left(\left|x_{k+1}\right|+2 r_{k}\right)^{\ell+\alpha},
\end{aligned}
$$

by (16). Now, arguing by contradiction, if $r_{k} \geq r_{k+1}$, then $2 r_{k}>r_{k+1}$, and by previous equalities, we get

$$
\delta_{k+1}+\left|x_{k+1}\right|^{\ell+\alpha}>r_{k+1}\left(\left|x_{k+1}\right|+r_{k+1}\right)^{\ell}+\left(\left|x_{k+1}\right|+r_{k+1}\right)^{\ell+\alpha}
$$

obtaining a contradiction, since $\delta_{k+1},\left|x_{k+1}\right|$, and $r_{k+1}$ satisfy equation (17).

Now, we put

$$
\rho_{k}=c \frac{\delta_{k}}{\left|x_{k}\right|^{\ell+\alpha-1}}, \quad c=\frac{2^{\ell+\alpha-1}}{(\ell+\alpha+1) 3^{\ell+\alpha-1}} .
$$

Notice that, recalling (13), $\rho_{k} \leq r_{k}$ holds.
Now we are able to give an upper bound for $k_{0}$. Indeed for any integer $k$ such that $r_{k} \leq \frac{\left|x_{k}\right|}{2}$ we get

$$
\begin{equation*}
\left|x_{k+1}\right|=\left|x_{k}\right|-r_{k} \leq\left|x_{k}\right|-c \frac{\delta_{k}}{\left|x_{k}\right|^{\ell+\alpha-1}} . \tag{18}
\end{equation*}
$$

Moreover $\left(\left|x_{k}\right|\right)_{k \in \mathbb{N}}$ is decreasing, hence, by (18),

$$
\begin{align*}
\left|x_{k+1}\right|^{\ell+\alpha} & \leq\left|x_{k+1}\right|\left|x_{k}\right|^{\ell+\alpha-1} \leq\left|x_{k}\right|^{\ell+\alpha}+c\left|x_{k}\right|^{\ell+\alpha}-c y  \tag{19}\\
& =(1+c)\left|x_{k}\right|^{\ell+\alpha}-c y .
\end{align*}
$$

In particular we get, by iteration,

$$
\begin{aligned}
\left|x_{k+1}\right|^{\ell+\alpha} & \leq(1+c)^{k+1}\left|x_{0}\right|^{\ell+\alpha}-c y \sum_{j=0}^{k}(1+c)^{j} \\
& =-(1+c)^{k+1}\left(y-|x|^{\ell+\alpha}\right)+y=-(1+c)^{k+1} \delta(x, y)+y,
\end{aligned}
$$

and eventually we obtain

$$
\frac{y}{\delta(x, y)} \geq \frac{y-\left|x_{k+1}\right|^{\ell+\alpha}}{\delta(x, y)} \geq(1+c)^{k+1}
$$

Thus (remember $y \geq \delta$ and $y \leq|x|^{\ell+\alpha}+b^{\ell+1}$ since $(x, y) \in \Delta^{\ell+1}(0, b, 2 r)$ )

$$
\begin{equation*}
k_{0} \leq \frac{\log \frac{y}{\delta(x, y)}}{\log (1+c)} \leq \frac{\log \frac{\left(b^{\ell+1}+|x|^{\ell+\alpha}\right)}{\delta(x, y)}}{\log (1+c)} \tag{20}
\end{equation*}
$$

holds and the first step is proved.
Second step. Now $r_{k}>\left|x_{k_{0}}\right| / 2$, so that we must 'climb'. To this end we define $\left(x_{k}, y_{k}\right)$, $0 \leq k \leq k_{1}$ as follows: $x_{k} \equiv x_{k_{0}}$,

$$
\begin{equation*}
y_{k+1}=y_{k}+F\left(x_{k_{0}}, r_{k}\right), \tag{21}
\end{equation*}
$$

where $r_{k}$ is the solution in $r$ of the equation

$$
\delta_{k}+\left|x_{k_{0}}\right|^{\ell+\alpha}=r\left(\left|x_{k_{0}}\right|+r\right)^{\ell}+\left(\left|x_{k_{0}}\right|+r\right)^{\ell+\alpha},
$$

with $\delta_{k}=\delta\left(x_{k_{0}}, y_{k}\right)$ and $k_{1}$ is the first integer such that $\delta_{k}>b^{\ell+1}$. We recall that, because of the above choice of $r_{k}$, the metric cubes $Q\left(\left(x_{k}, y_{k}\right), r_{k}\right)$ are contained in $\Omega$. Now, in order to give an upper bound for $k_{1}$, we put

$$
\begin{equation*}
\rho_{k}=c^{\prime} \delta_{k}^{\frac{1}{k+\alpha}}, \tag{22}
\end{equation*}
$$

where

$$
c^{\prime}=3^{-\frac{\ell+\alpha-1}{\ell+\alpha}}(\ell+\alpha+1)^{\frac{-1}{\ell+\alpha}} .
$$

By (15) we get $\rho_{k} \leq r_{k}$.
Now from (21) it follows that

$$
y_{k+1}=y_{k}+F\left(x_{k}, r_{k}\right) \geq y_{k}+F\left(x_{k}, \rho_{k}\right) .
$$

Thus, by (22), we obtain

$$
\begin{aligned}
y_{k+1} & \geq y_{k}+c^{\prime} \delta_{k}^{1 /(\ell+\alpha)}\left(\left|x_{k_{0}}\right|+c^{\prime} \delta_{k}^{1 /(\ell+\alpha)}\right)^{\ell} \\
& \geq y_{k}+\left(c^{\prime}\right)^{\ell+1} \delta_{k}^{(\ell+1) /(\ell+\alpha)} .
\end{aligned}
$$

Replace now the points $y_{k}$ by the points $\tilde{y}_{k}$ defined by

$$
\begin{equation*}
y_{k+1}=y_{k}+c \delta_{k}^{\frac{\ell+1}{\ell+\alpha}}, \tag{23}
\end{equation*}
$$

where $\left(c^{\prime}\right)^{\ell+1}=c$. Since $y_{k+1}-y_{k} \geq \tilde{y}_{k+1}-\tilde{y}_{k}$, then the first index $k$ such that $\tilde{y}_{k}>b^{\ell+1}$ will provide an upper bound for $k_{1}$ (a sharp one, indeed, since if $x_{k_{0}}=0$ then $y_{k}=\tilde{y}_{k}$ ). To avoid cumbersome notations, let us write $y_{k} y_{k}$ instead of $\tilde{y}, y_{k}$ being defined by (23).

As a consequence, from (23), it follows that

$$
\begin{equation*}
\delta_{k+1}=\delta_{k}+c \delta_{k}^{\frac{\ell+1}{\ell+\alpha}} \tag{24}
\end{equation*}
$$

Notice that

$$
\begin{align*}
\delta_{k}^{1-(\ell+1) /(\ell+\alpha)}-\delta_{k+1}^{1-(\ell+1) /(\ell+\alpha)} & =\left(\frac{\ell+1}{\ell+\alpha}-1\right) \int_{\delta_{k}}^{\delta_{k+1}} t^{-(\ell+1) /(\ell+\alpha)} d t  \tag{25}\\
& \geq\left(\frac{\ell+1}{\ell+\alpha}-1\right) \delta_{k+1}^{-(\ell+1) /(\ell+\alpha)}\left(\delta_{k+1}-\delta_{k}\right)
\end{align*}
$$

since $\delta_{k}$ is increasing. On the other hand, recalling that we are interested in the case $b<1$, from (24) it follows that

$$
1-\frac{c \delta_{k}}{\delta_{k+1}} \leq 1-\frac{c \delta_{k}^{\frac{\ell+1}{\ell+\alpha}}}{\delta_{k+1}}=\frac{\delta_{k}}{\delta_{k+1}}
$$

since $\frac{\ell+1}{\ell+\alpha}>1$. Thus

$$
\frac{1}{1+c} \leq \frac{\delta_{k}}{\delta_{k+1}},
$$

and then, recalling (25) and (24), we get

$$
\delta_{k}^{1-(\ell+1) /(\ell+\alpha)}-\delta_{k+1}^{1-(\ell+1) /(\ell+\alpha)} \geq c\left(\frac{\ell+1}{\ell+\alpha}-1\right)\left(\frac{1}{1+c}\right)^{(\ell+1) /(\ell+\alpha)}=\bar{c} .
$$

Eventually, summing up from 0 to $k$, we have

$$
\delta_{0}^{1-(\ell+1) /(\ell+\alpha)}-\delta_{k+1}^{1-(\ell+1) /(\ell+\alpha)} \geq(k+1) \bar{c}
$$

and in particular

$$
\begin{aligned}
k_{1} & \leq C\left(\delta(x, y)^{1-\frac{\ell+1}{\ell+\alpha}}-\delta\left(x_{k_{0}}, y\right)^{1-\frac{\ell+1}{\ell+\alpha}}\right) \\
& \leq C\left(\delta(x, y)^{1-\frac{\ell+1}{\ell+\alpha}}-b^{(\ell+1)\left(1-\frac{\ell+1}{\ell+\alpha}\right)}\right)
\end{aligned}
$$

achieving the proof of the second step. Thus, to prove Lemma 5 we have only to prove that the last metric cube can be chosen in such a way it is fully contained in $\left(F_{b}^{\ell+1}\right)^{c}$. To this end, we add to our chain $N$ copies of the last metric cube centered at $y_{k_{1}}+h F\left(x_{k_{0}}, r_{k_{1}}\right), h=1, \cdots, N$, with

$$
\frac{b^{\ell+1}}{F\left(x_{k_{0}}, r_{k_{1}}\right)} \leq N \leq \frac{b^{\ell+1}}{F\left(x_{k_{0}}, r_{k_{1}}\right)}+1
$$

If $(\xi, \eta)$ belong to $N$-th metric cube we have to show that $\eta>|\xi|^{\ell+\alpha}+b^{\ell+1}$. Now

$$
\begin{aligned}
b^{\ell+1}+|\xi|^{\ell+\alpha} & \leq b^{\ell+1}+\left(\left|x_{k_{0}}-\xi\right|+\left|x_{k_{0}}\right|\right)^{\ell+\alpha}<b^{\ell+1}+\left(r_{k_{1}}+\left|x_{k_{0}}\right|\right)^{\ell+\alpha} \\
& \leq b^{\ell+1}+y_{k_{1}}-F\left(x_{k_{0}}, r_{k_{1}}\right) \\
& <y_{k_{1}}+N F\left(x_{k_{0}}, r_{k_{1}}\right)-F\left(x_{k_{0}}, r_{k_{1}}\right)<\eta .
\end{aligned}
$$

We need now an upper bound for $\frac{b^{\ell+1}}{F\left(x_{k_{0}}, r_{k_{1}}\right)}$. Since $\left|x_{k_{0}}\right| \leq 2 r_{k_{0}}<2 r_{k_{1}}$, we have (by (15))

$$
r_{k_{1}} \geq c \delta_{k_{1}}^{1 /(\ell+\alpha)} \geq c b^{(\ell+1) /(\ell+\alpha)}
$$

so that

$$
\frac{b^{\ell+1}}{F\left(x_{0}, r_{k_{1}}\right)} \leq b^{\ell+1-(\ell+1) \frac{\ell+1}{\ell+\alpha}}=b^{(\ell+1)\left(1-\frac{\ell+1}{\ell+\alpha}\right)} .
$$

On the other hand, since $\delta(x, y)<(b / 2)^{\ell+1}$, then

$$
\delta(x, y)^{1-\frac{\ell+1}{\ell+\alpha}}-b^{(\ell+1)\left(1-\frac{\ell+1}{\ell+\alpha}\right)} \geq\left(2^{(\ell+1)\left(\frac{\ell+1}{\ell+\alpha}-1\right)}-1\right) b^{(\ell+1)\left(1-\frac{\ell+1}{\ell+\alpha}\right)} \geq c N
$$

and then the estimate of $N$ is similar to that of $k_{1}$ and the proof is complete.
Remark 4. Let us notice that from Lemma 5 it follows that $\Omega_{\alpha}$ satisfies condition $i i$ ) of Definition 3, with $\varphi(t)=C t^{1-\frac{\ell+1}{\ell+\alpha}}$.

Lemma 6. Let $\Omega_{\alpha}$ be the set defined in Theorem 5. For any $\theta \in(0,1)$, there exists $c_{\theta}>0$ such that for any given Harnack's chain, $\left\{Q_{k}, k \leq \nu\right\}$, of parameter theta in $\Omega$, connecting a point $(0, y) \in \Omega$ with a point $(\bar{x}, \bar{y}), \bar{y}>b^{\ell+1}+|\bar{x}|^{\ell+\alpha}$, there exists another chain of parameter $\theta,\left\{\widetilde{Q}_{k}, k \leq c v\right\}$, connecting $(0, y)$ with $(0, \bar{y})$.

Proof. By previous Lemma 4, we can replace $\left\{Q_{k}: k \leq \nu\right\}$, by a new Harnack's chain $\left\{Q_{k}^{\prime}, k \leq\right.$ $\left.c_{\theta} \nu\right\}$ with parameter $\theta^{\prime}=\theta^{\ell+1}<\theta$. If $Q_{k}^{\prime}=Q\left(\left(x_{k}, y_{k}\right), r_{k}\right)$, denote now by $\widetilde{Q}_{k}$ the metric cubes defined by

$$
\widetilde{Q}_{k}=Q\left(\left(0, y_{k}\right), \rho_{k}\right),
$$

where $\rho_{k}^{\ell+1}=r_{k}\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell}$, $\left|\xi_{k}\right|=\min \left\{\left|x_{k}\right|,\left|x_{k+1}\right|\right\}$. If $\xi=x_{k}+r_{k} \frac{x_{k}}{\left|x_{k}\right|}$, the point $\left(\xi, y_{k}-\right.$ $\left.F\left(\xi_{k}, r_{k}\right)\right)$ belongs to $Q_{k} \subset \Omega_{\alpha}$, since $F\left(\xi_{k}, r_{k}\right) \leq F\left(x_{k}, r_{k}\right)$, and hence

$$
\begin{equation*}
y_{k}-r_{k}\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell}>|\xi|^{\ell+\alpha}=\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell+\alpha} . \tag{26}
\end{equation*}
$$

Hence we can prove that $\widetilde{Q}_{k} \subset \Omega$. To this end it is enough to verify that

$$
\begin{equation*}
y_{k}-\rho_{k}^{\ell+1}>\rho_{k}^{\ell+\alpha} \tag{27}
\end{equation*}
$$

Indeed, by (26), we get

$$
\begin{equation*}
y_{k}-\rho_{k}^{\ell+1}=y_{k}-r_{k}\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell}>\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell+\alpha} ; \tag{28}
\end{equation*}
$$

on the other hand, since $\rho_{k}^{\ell+1}=r_{k}\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell}$, we get

$$
\rho_{k}^{\ell+1} \leq\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell+1}
$$

so that $\rho_{k} \leq\left|\xi_{k}\right|+r_{k}$ and then (27) follows from (28). Since the first metric cube is centred at $(0, y)$ and the last one contains $(0, \bar{y})$, we eventually proved that there exists a chain of metric cubes connecting these metric cubes with length comparable with that of the first Harnack's chain from which we started. Moreover the centers of the new chain have first coordinate zero. It remains to prove that the last chain is a Harnack's chain. Indeed we know that

$$
\begin{aligned}
\left|x_{k}-x_{k+1}\right| & \leq \theta^{\prime} \min \left\{r_{k}, r_{k+1}\right\}, \\
\varphi\left(\xi_{k},\left|y_{k}-y_{k+1}\right|\right) & \leq \theta^{\prime} \min \left\{r_{k}, r_{k+1}\right\}
\end{aligned}
$$

Let us denote $\tilde{r}_{k}=\min \left\{r_{k}, r_{k+1}\right\}$. Then

$$
\left|y_{k}-y_{k+1}\right| \leq F\left(\xi_{k}, \theta^{\prime} \tilde{r}_{k}\right) \leq \theta^{\prime} r_{k}\left(\left|\xi_{k}\right|+r_{k}\right)^{\ell}=\theta^{\prime} \rho_{k}^{\ell+1}=F\left(0, \theta \rho_{k}\right) .
$$

Proof of Theorem 5. By Lemma 5, Lemma 6 and Lemma 1 we can state that $\Omega_{\alpha}$ is a $\phi$-Harnack's domain with $\phi(t)=c t^{\frac{\ell+1}{\ell+\alpha}}$.

In order to prove that the estimate is sharp, it will be enough to show that, if $x=0$, then any Harnack's chain $\left\{Q_{1}, \ldots, Q_{\nu}\right\}$ connecting $(x, y)=(0, y)$ with a point $(\bar{x}, \bar{y}), \bar{y}>b^{\ell+1}$ cannot have less than

$$
\begin{equation*}
\text { const. }\left(y^{1-\frac{\ell+1}{\ell+\alpha}}-b^{\ell\left(1-\frac{\ell+1}{\ell+\alpha}\right)}\right) \tag{29}
\end{equation*}
$$

elements. By Lemma 6 we can assume without loss of generality that the centers of the $Q_{j}$ 's lie on $\{x=0\}$. Moreover, we can replace it by $\widetilde{Q}_{1}, \ldots, \widetilde{Q}_{\nu}$, where $\widetilde{Q}_{k}=Q\left(\left(0, \tilde{y}_{k}\right), \tilde{r}_{k}\right)$, where $\tilde{r}_{k}^{\ell+\alpha}=\tilde{y}_{k}-\tilde{r}_{k}^{\ell+1}$ and $\tilde{y}_{k+1}=\tilde{y}_{k}+\left(\theta \tilde{r}_{k}\right)^{\ell+1}$ (in other words, the chain becomes shorter if we take the metric cubes 'as large as possible'). Now $\tilde{y}_{k} \geq \tilde{r}_{k}^{\ell+\alpha}$, so that $\tilde{y}_{k+1} \leq \tilde{y}_{k}+\theta^{\ell+1} \tilde{y}_{k}^{\ell+1}$, and hence keeping in mind $\tilde{y}_{k+1} \geq \tilde{y}_{k}$, we get

$$
\tilde{y}_{k}^{1-\frac{\ell+1}{\ell+\alpha}} \leq \tilde{y}_{k+1}^{1-\frac{\ell+1}{\ell+\alpha}}+\theta^{\ell+1}
$$

that yields

$$
c_{\theta} v \geq y^{1-\frac{\ell+1}{\ell+\alpha}}-b^{(\ell+1)\left(1-\frac{\ell+1}{\ell+\alpha}\right)},
$$

and hence (29) follows.
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