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1. Introduction
g-Bernstein polynomials

n-k—1

B = (1) [i] =TT 0 -a 1.1)

were introduced by Phillips in [1]. g-Bernstein polynomials form an area of an intensive
research in the approximation theory, see survey paper [2] and references therein. Nowadays,
there are new studies on the g-parametric operators. Two parametric generalizations of g-
Bernstein polynomials have been considered by Lewanowicz and Wozny (cf. [3]), an analog
of the Bernstein-Durrmeyer operator and Bernstein-Chlodowsky operator related to the g-
Bernstein basis has been studied by Derriennic [4], Gupta [5] and Karsli and Gupta [6],
respectively, a g-version of the Szasz-Mirakjan operator has been investigated by Aral and
Gupta in [7]. Also, some results on g-parametric Meyer-Koénig and Zeller operators can be
found in [8-11].
In [12], Bleimann et al. introduced the following operators:

1 L k n
Hy(f)(x) = (1+x)"k§:;)f<n—k+l> <k> xk, x>0, neN. (1.2)
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There are several studies related to approximation properties of Bleimann, Butzer, and
Hahn operators (or, briefly, BBH), see, for example, [12-18]. Recently, Aral and Dogru [19]
introduced a g-analog of Bleimann, Butzer, and Hahn operators and they have established
some approximation properties of their g-Bleimann, Butzer, and Hahn operators in the
subspace of Cg[0, o). Also, they showed that these operators are more flexible than classical
BBH operators, that is, depending on the selection of g, rate of convergence of the g-BBH
operators is better than the classical one. Voronovskaja-type asymptotic estimate and the
monotonicity properties for g-BBH operators are studied in [20].

In this paper, we propose a different g-analog of the Bleimann, Butzer, and Hahn
operators in Cj, [0,00). We use the connection between classical BBH and Bernstein
operators suggested in [16] to define new g-BBH operators as follows:

Hn,q(f) (JC) = (®_1Bn+1,qq)) (f) (JC), (13)

where B,,1, is a g-Bernstein operator, ® and @' will be defined later. Thanks to (1.3),
different properties of By,;14 can be transferred to H,, with a little extra effort. Thus
the limiting behavior of H,, can be immediately derived from (1.3) and the well-known
properties of Byi1,4- Ttis natural that even in the classical case, when g = 1, to define H, in the
space Cj, [0, 00), the limit I of f(x)/(1 + x) as x—o0 has to appear in the definition of H,.
Thus in Cj, [0, c0) the classical BBH operator has to be modified as follows:

k n xn+1
Hn(f)(x) (1+ ) Zf(n k+1><k>xk+lf(1+—x)n, x>0, neN. (14)

The paper is organized as follows. In Section 2, we give construction of g-BBH operators
and study some elementary properties. In Section 3, we investigate convergence properties
of g-BBH, Voronovskaja-type theorem and saturation of convergence for g-BBH operators for
arbitrary fixed 0 < g < 1, and also we study convergence of the derivative of g-BBH operators.

2. Construction and some properties of j-BBH operators

Before introducing the operators, we mention some basic definitions of g calculus.
Let g > 0. For any n € N U {0}, the g-integer [n] = [n], is defined by

(] =1+g+---+q"", [0] :=0; (2.1)
and the g-factorial [n]! = [n] ! by
[n]! = [1][2] - - [n], [0]!:=1. (2.2)

For integers 0 < k < n, the g-binomial is defined by

e 22
Also, we use the following standard notations:
n-1 0
Za)y=1  (za,=]]0-92), (z49),= H(l -q4'z),
n n-k-1 =0 (24)
Pnk(q; x) = [k] KT -g%),  pok(gix) = H( - g°x).
s5=0 (1 q k]'
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It is agreed that an empty product denotes 1. It is clear that p,x(q; x) > 0, pook(q;x) 20 Vx €
[0,1] and

> Puk(@:%) = D posk(q;x) = 1. (2.5)
k=0 k=0

Introduce the following spaces.

B,[0,00) = {f : [0,00)—R [ 3M > 0 such that |f(x)| < Msp(x) Vx € [0,0)},
{

C,[0,00) = {f € B,[0,0) | f is continuous},
C,[0,00) = {f € Cp[0,00) | lim f(( ) =I5 exists and is ﬁnite}, (2.6)
0 _ f(x)
C,[0,00) = {fGC [0,00) | hm o) 0}.
It is clear that C; [0,0) € C,[0,0) C B,[0, o). In each space, the norm is defined by
|f (x)]
= . 2.7
I£1l, SupT ) (2.7)
We introduce the following auxiliary operators. Firstly, let us denote
_ Y Ty - X
v =1Ly velbD, 9=y xeo) 28)
Secondly, let @ : C}[0, 00)—C[0, 1] be defined by
o e
O(f)(y) = PV o (2.9)
lf = lim , ify=1
X—00 p(x)

Then @ is a positive linear isomorphism, with positive inverse @' : C[0, 1]—>C; [0, o0) defined

by

O(g)(x) = p(x)g(¢ (x)), g€Cl0,1], x€[0,00). (2.10)
For f € C[0,1], t > 0, we define the modulus of continuity w(f;t) as follows:
w(f;t) =sup{|f(x)- f(y)|:|x-y|<t, x,y€[0,1]}. (2.11)

We introduce new Bleimann-, Butzer-, and Hahn- (BBH) type operators based on g-integers
as follows.

Definition 2.1. For f € C;[0, o), the g-Bleimann, Butzer, and Hahn operators are given by
Hug(f)(x) = (@' Bun qu)(f )(x)

Zﬁg( Ziﬂi))f’nﬂk(% (@) + Lpx) (g7 (x)", neN,

(2.12)

where

s

n-k
pro@iy” ()= M 7 ) TTA- g9 (), k=01, (2.13)
s=0
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Note that for g =1, p = 1+x and [; = 0, we recover the classical Bleimann, Butzer, and
Hahn operators. If g =1, p =1+ x butl¢#0, it is new Bleimann, Butzer, and Hahn operators
with additional term I¢ (x™1/(1+x)"). Thus if f € C?, [0, ) then

1+x

Hyq(f)(x) ‘Zf<q K[ - k+1 ) [k] <1+x>kjf< _qslfx

To present an explicit form of the limit g-BBH operators, we consider

). (2.14)

v e—1 — ((Iu_l(x))k — 1- s, —1 215
Pook(q; ¢ (X)) : —(1—q)k[k]!£o[( 7y (x)). (2.15)

Definition 2.2. Let 0 < q < 1. The linear operator defined on C} [0, o) given by

k
HeaD00 =00 STE T a0 (o) 216)

is called the limit g-BBH operator.
Lemma 2.3. Hy, 4, He g : C;[0, 00)—=C}[0, 00) are linear positive operators and

[Hng O, <Nl - eoq(HI, < NFHl,- (2.17)

Proof. We prove the first inequality, since the second one can be done in a like manner. Thanks
to the definition, we have

n+l

[Hq () ()] < pONFNl, 2P (g 07 () + p(0) sl (967" (2))
k=0

< pCONFIL, S pusr (@ 47 (0) + p@IIFl, 6 ()" (2.18)
k=0

n+l

= p@IfI, S Prei (@97 () = p)IfIL
k=0

0
Lemma 2.4. The following recurrence formula holds:
t 1 = /m-1 j t
Ho(p0(157) )@ - T 5. ( Dt (po () )<x>
(2.19)
In particular, we have
HuaP)@) =p), Hag(p01 ) () = Hog((0) =1,
(2.20)

x 2 x 1
+x> +'O(x)(1+x)2 [n+1]

o (0 (17) ) =00



N. I. Mahmudov and P. Sabancigil 5

Proof. We prove only the recurrence formula, since the formulae (2.20) can easily be obtained
by standard computations. Since Iy = 1 for f = p(t)(t/ (1 +1))", we have

o) Yo

=p(x )Z<[n+1 )mpn+1,k<q;<p1(x)> +p(x)<1fx>"+1

Jet) () T oo ()

Pt Yoo (25) e seol(55)”

L i”::<m;1>w (o) )

s (7)ol o

Next theorem shows the monotonicity properties of g-BBH operators.

Theorem 2.5. If f € C7, [0, o) is convex and

l+[f<[n]> f<["¢+11]>]q"+120, (2.22)

then its g-BBH operators are nonincreasing, in the sense that

Hyg(F)(x) 2 Huag(f)(x), n=1,2,..., g€ (0,1], x € [0,00). (2.23)

1+x
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Proof. We begin by writing

an(f)(x) - Hpn q(f)(x)

—Zf< [n- k+1>[k]<1+x)kz_’:< _‘71+x> (2.24)
_§f< g n - k+2]> " <1Zxx>knﬁl<1_qslfﬁf>+lf(1fn;"”'

We now split the first of the above summations into two, writing

X k= s X n—k+1
<1+x> H(l—q l+x> =¢k+q" " Pra, (2.25)

s=1

where

x kn—k+1 x
qjk:<1+x> H(l—q1+x>. (220)

=1

The resulting three summations may be combined to give
Hyg(f)(x) = n+1q(f)(x)
_Zf< [r- k+1]>[k]4(¢‘k+q o)

§f< e k+2]> n,:l]q"qrwlf(lfx)m
:Zf< [n- k+1]>[k]“’k jf(W) [k 1]q v
Ef( [n- k+2]> nzl]qkwk+lf<1fx>n+l

I DA () ()

(2.27)
where
_[n-k+1] (k] g k] [k-1] [k]
@ = [mn+1] f<q’<[n—k+1]>+ [n+1] f<q’<—1[n—k+2]>_f<qk[n—k+2]>'
(2.28)

By assumption, the sum of the last three terms of (2.27) is positive. Thus to show
monotonicity of Hy 4 it suffices to show nonnegativity of ax, 0 < k < n. Let us write

_[n-k+1] 3 [k] _ [k-1]
 [m+1] xl_qk[n—k+1]' xz_qk[n—k+2]' (2.29)
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Then it follows that

~ qn—k+1 [k]
ta= Ty
_ k] g 2k 1]
ax1+(1-a)xy = Fn+ 1] <1+ i—k+2] > (2.30)
_ [k] (1 _ qn—k+2 + qn—k+2(1 _ qk—1)> _ [k]
gk[n+1] 1 - gnk+2 gc[n -k +2]’
and we see immediately that
ar=af(x)+ A -a)f(x) - flax1 + (1 -a)xz) >0, (2.31)
and so Hy,4(f)(x) = Hps1,4(f)(x) > 0. O
Remark 2.6. 1t is easily seen that
[n] [n+1]\] nn
b\ )~ )|a
(52152

=[n+2]<[ T(@f)(1)+ ‘” <f>( +]1]>‘( f’(Zi?))

The condition (2.22) follows from convexity of @f. On the other hand, ®f is convex if f is
convex and nonincreasing, see [16].

3. Convergence properties
Theorem 3.1. Let g € (0,1), and let f € C,[0,0). Then
1 (f) = Hoo,g (), < C(@)ew(®f, q"), (3.1)
where C(q) = (4/9(1-¢))In(1/(1-¢q)) +2.
Proof. For all x € [0, 00), by the definitions of H,,4(f)(x) and He 4(f)(x), we have that

f(y([k]/[n+1])) 1
nq(f) Hooq(f) ,0( )Zp((p([k]/[n+1]))r)n+1k(q ¢ (%))

n+l
(1) -t >Z’;((Zf(1 "k;)pm CTa)

- p<x>"2+1 [(ch)( LE] )~ @D pras(gy @)

n+1l

+p(0) 2@~ 4°) = (@)W (Prer (@ ¢ (0) = peck (@ 7 (2)))
k=0

- p(x) i [(@f)(1 =4 = (@) D)]peck (47 (x))

k=n+2
=L +L+ I3.
(3.2)
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First, we estimate I;, I3. By using the following inequalities:

[k] 1 ey 1_qk ok _qn+1(l_qk) o
S[Tl+1] (1 q)_l_qn+1 (1 q)_ 1_qn+1 S 7

0<1-(1-4¢=g"<g™, k>n+2,
we get
n+1
L] < p()w(Df, 4") D (@97 (%)) = p(x)w (DS, 4",
k=0
I < p(x) D w(Df, 4°)peck (g ¢ (%)) < p(x)w(DF, g™).
k=n+2
Next, we estimate I,. Using the well-known property of modulus of continuity

(A)(g, 'A't) S (1 + '/\')w(g/ t)/ )‘ > O/

we get

n+1

L] < p(x) D w(Df, 4 Prar (@ 7 (%)) = Peok (@ 47 (x))]
k=0

n+1

<p(@)w(@f, ") D1+ 4 ) pnar k(g ¢ (%)) = Pook (g 71 ()]
k=0

1 n+1

<2p(x)w(®@f,q") pr > q Pne k(@97 (%)) = Pook (497 ()]
k=0

2 o(@f, 4" (g7 (),

=: p(x) pT

where

n+1

Jnrt (671 (x)) = D 4 nei (@ ¢7" (X)) = Peok (g5 7" (x))).
k=0

Now, using the estimation (2.9) from [21], we have

n+1 n+l
Ju (g™ (%)) < =" ﬂgé(pm,k (@471 (%)) + Pock (g ¢ (1))
zqn+1 1

< In —.
gll-q) 1-g

From (3.6) and (3.8), it follows that

4 1
L] < p(x) ———— In ——w(DF, ™).
Bl < () gy s Iy 0@, ")

From (3.4), and (3.9), we obtain the desired estimation.

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

(3.9)
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Theorem 3.2. Let 0 < q <1 be fixed and let f € C], [0, 00). Then Hy, 4(f)(x) = f(x) Vx € [0, 0)
if and only if f is linear.

Proof. By definition of H, ;, we have

Hoo g (f) (%) = (@7 Bop g @) () (%) (3.10)
Assume that Hy, 4(f)(x) = f(x). Then (B 4®)(f)(x) = (®f)(x). From [22], we know that
By4(g) = g if and only if g is linear. So (B, 4@)(f)(x) = (Df)(x) if and only if (Df)(x) =

(1-x)f(x/(1-x)) = Ax + B. It follows that f(x) = (1+x)(A(x/(1+x))+B) = (A+B)x+B.
The converse can be shown in a similar way:. O

Remark 3.3. Let 0 < q < 1 be fixed and let f € Cj, [0,0). Then the sequence {H, 4(f)(x)}

1+x
does not approximate f(x) unless f is linear. It is completely in contrast to the classical case.

Theorem 3.4. Let g = g, satisfies 0 < g, < 1 and let g,—1 as n—oo. For any x € [0, o0) and for any
f € C,[0, 00), the following inequality holds:

1
() - £ < zw(@f, \/An<x)), (3.11)

where Ay (x) = (x/(1+x)*)(1/[n+1],).

Proof. Positivity of B,.1 4, implies that for any g € C[0,1]

Bt (8)(%) = 8(0)| < Brot g (8(6) - g(x)) (). (3.12)
On the other hand,
(@F)() ~ (@F) ()] < w(@F, |t - x]
< w((Df,(S)(l + %u - x|>, 6>0. (313)
This inequality and (3.12) imply that
Buot (@) () = @@ < 0(0F,)(1+ §Brtg, (- xD(x)),
(@7 B, ) () () — (@7 D) ()]
< w(@£,8) (@71 1) + 5O Bruny, (£ - X))
< p(®F,6)(1+ 5By, (=97 1) g ) ) (314)

:p(x)w(‘bf/5)<1 + %<<1 ix>2+ a :Cx)z [n +11]qn - (1 jfx)z>1/2>

) . 1 1/2
= p(X)w(Df, 6) <l - 3((1 +x)* [n+ 1]%> >’

by choosing 6 = 1/1,,(x), we obtain desired result. O
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Corollary 3.5. Let q = gy satisfies 0 < g, < 1 and let g,—1 as n—oo. For any f € C;[0, o0) it holds
that

lim || Hiyg, () () = F(0)], =0. (3.15)

Next, we study Voronovskaja-type formulas for the g-BBH operators. For the g-
Bernstein operators, it is proved in [23] that for any f € C'[0,1],

limq— Bug(F) (%) = Bosg () ()] = Ly (f, x) (3.16)

N (R R e N
Lq(f,x) = g}[k]<f(1 Q) (1_qk)_(1_qk_1) >(q;q>k(x,q)°°/ 0<x<l,

0, x=1.
(3.17)

Similarly, we have the following Voronovskaja-type theorem for the g-BBH operators for fixed
q € (0,1). Before stating the theorem we introduce an analog of L,(f, x) for g-BBH operators

Va(f, %) = (@7 Le®) () (x) = <1 +x,q> Sk
X k=0

5 , 1_qk l_ 1_qk _qkf((l_qk)/qk)_qk—lf((l_qk—l)/qk—l)
G () (=49 -~ )
VLS S

(@ Di (1+x)k?

<1+x ) Z[k< < g~ k)l_qk_lf((l_qk)/qk)jf((lk_qk_l)/qk_1)>

k

Sy q* g1 -q
N S
@Dy (1+x)
(3.18)
Theorem 3.6. Let0<g<1, f€C], [0,00)N C'[0, o), and ®f is differentiable at x = 1. Then
tim S 1 (9)0) - Hao (1 0] = Vi), (319)
in C3, . [0, c0).
Proof. We estimate the difference
M) = [’;,;’;1” (Flug (F) (1) — Hoog (F) () ~ Vi (. )
L (@180, 0) () (6) — (@7 B y®) () () — (@ L @) (f) (2)
1 ) (3.20)
= '(@—1[ e (Bs1,g — Booyg) — Lq] (I)) (f)(x)
[n+ 1] -1
1+ x)' [ T Bunia =By - Lq] @)y ()]
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Since @f is well defined on whole [0, 1], from [23, Theorem 1], we get that

[[ﬂ 1]

hm||A||1+x < hm sup e

® 0<u<l

= (3.21)

(Buorg — Boog) - ](cbf) )

Theorem is proved. O

Remark 3.7. 1t is clear that @f is differentiable in [0,1) if f € C'[0,00). If ®f is not
differentiable at x = 1, then

tim 2 1 ()0) = Hae (1 0] = Vi), (622)
uniformly on any [0, A] C [0, c0).

Theorem 3.8. If f € C?[0, o0) and g,—1 as n—oo, then

hm[n+1] Hyg, (f)(x) = f(x)} = f”(x)(l +x)? (3.23)
uniformly on any [0, A] C [0, c0).

Proof. By definition of H,,4,,

Hy g, (f)(x) = f(x) = (@7 Bus1,4, @) (f) (x) = (@' Df) (x)
= (@7 [Bus1,q, — 110) (f) (x) (3.24)
= (14 x)([Bus1g, — [1O) (f) (47" (x)),

and if L := (1/2) f"(x)(1 - x)x, then

%J”’(JC)(1 +x)%x = (O7LO) () (x) = (1+x) (L) (f) (¢~ (%))

1 (3.25)
= 51+ )(@f)" (g7 ())g™ (D) (1 - g7 (x)).
On the other hand, by [24, Corollary 5.2] we have that
lim sup [r+1],,([Busrg, = I1@)(f)(u) - %((Df)"(u)u(1 -u)| =0. (3.26)

Now, the result follows from the following inequality:

[n+1],, {Hug, (f)(x) - f(x)) —%f”(x)(1+x)2x

- ‘ (14 ) I+ 1, (Bunng, - T19) (N5 () ~ (1 + )3 @F) (g7 ()9 () (1~ 97 ()
<+A) sup |+ 11, ([Busng, - 119)()(w) - 5 (@) (1 - w).
0<u<A/(1+A)

(3.27)

The theorem is proved. O
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From Theorem 3.6, we have the following saturation of convergence for the g-BBH
operators for fixed g € (0,1).

Corollary 3.9. Let 0 < g < land f € Ct,_[0,00) N C'[0, o). Then

T+x

1 Hong(f)(x) = Hoo.g (F) ()l = 0("™) (3.28)

if and only if V,(f, x) =0, and this is equivalent to

(1-g"\/1 1 (1-4 (1-4
f< ><__ >=f< >—f< > k=1,2,.... (3.29)
g g g P g
Theorem 3.10. Let 0 < g < 1 and f € C;, [0,00) N C'[0,00). If f is a convex function, then

|1 Hrg(f) (%) = Hoo g (f) (Ol = o(g"Y) if and only if f is a linear function.

Proof. If ||Hp,q(f) = Hes g (f) l14x = 0(g"™*"), then by Corollary 3.9

f,<1 ;qu) q"qik—lqk _ f< (1 ;qu)> _ f< (a ;kqfl) ) k=12,....  (330)

Hence fork =1,2,...

fz:)/)q/q (f(l;—k‘fv - f'(t)>dt =0. (331)

Since f is convex and f’ is continuous on [0,0), we get f'(t) = f'((1 -4*)/q*) vt € [(1 -
g1/, (1 - g¥)/4*]. Hence f'(t) = f'(0), and therefore f(t) = At + B. Conversely, if f is
linear, then ||H,,(f)(x) = Hoq(f)(2)|l,,, = 0. O

One of the remarkable properties of the g-Bernstein approximation is that derivatives
of B,(f) of any order converge to corresponding derivatives of f, see [25]. Next theorem
shows the same property for Hy, for the first derivative.

Theorem 3.11. Let f € Ct, _[0,00)NC'[0, c0) and let {qy} be a sequence chosen so that the sequence

1+x
n
n = -1 3.32
‘ T+gn+qs+-+qgrt (332)
converges to zero from above faster than {1/3"}. Then
lim [Hg, (F) ()] = £ () (3:33)

uniformly on any [0, A] C [0, o).

Proof. By definition

1+x

Hyg (@) = (1 +x><Bn+1,qn®>f(i). (3.34)
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Since H,4,(f)(x) is a composition of differentiable functions, it is differentiable at any x €

[0, A] and
=3

(Bn+1qn(p)f<1+x) 1Jlrxd ( "*1‘7"(D)f<1+x>

) §2w<(bf,\/Bn+1,qn<t_%>2<1fx>>, (3.36)
e (Braa o (755) - @p (5

Thus the desired limit follows from the following inequality:
d d
[ ()0 - 0

d d
e (N6 = 2 [0 B, 007 (5

(3.35)

By [24, Theorem 4.1]

B0 (£5) - @p(2
and by [25, Theorem 3]

lim sup
7% 0<x<A

=0. (3.37)

=‘%Hn,qn(f)(x) —(1+x)(®f)<1+x>
§|(Bn+1,qn‘1’)f<1+x>_( f)<1+x> i

< 2w<<1>f/ \/Bnﬂrqn <t - ﬁ>z<ﬁ)>

SR e NI ER R

1
1+x

a0 (1) -0 ()]
B0 () - @ (1)

)

A d x /X
<20(f4 [ 1]%) |4 Bra @ (755) - @p' (25|
(3.38)
O
Remark 3.12. In [1], it is shown that
n+1
Buaa(Ne) = 3 "1 1| 4%, (339)
k=0
where
fi= f<[n[-l+]1])’ A= fi, AMYfi = ARf - gFARf,
(3.40)

AFf; = g(—l)fqﬂf—l)/z []] ( 1[;’J<r 1]]]>
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Immediately from the definition of H, 4, we get an analog of (3.39) for H,4:

Hyg(f)(x) = (@7 Byt g@) (f) (x)

n+1l
= q)-lz
k=0

n+1

n+1

k

k k
AP (3.41)

k x*
A ((I)f)o—(1 e .

n+1

k
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