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1. Introduction

Let 3, a, be a given infinite series with partial sums s,. Let u} denote the nth Cesaro mean of
order & > -1 of the sequence (s,). The series Y, a, is summable |C, a|, k > 1 if

an_1|uﬁ - uf‘171|k <o (1.1)
n=1
(Flett [1]). For a = 1, |C, | reduces to |C, 1|, summability.
Let (p,.) be a sequence of positive real constants such that P, = pg + --- + p, — oo as
n— oo (P-; = p_1 =0). The (N, p) transform ¢, of (s,) generated by (p,) is defined by

1 n
‘i)n = P_an—vsv- (12)
=0
The sequence-to-sequence transformation
1 n
o, = P—vasz, (1.3)
np=0

defines the sequence (®,) of (N, pn) transform of (s,) generated by (p,). The series 3} a, is
summable |R, p,|,, k > 1if

N0, - @ | < oo (1.4)
n=1
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In the special case when p, = 1 for all n (resp., k = 1), |R, pu|x summability reduces to |C, 1|
(resp., |R, pu|) summability.

The series Y a, is said to be summable (N, p)(N, q)|, when the (NN, p) transform of the
(N, g) transform of (s,) is a sequence of bounded variation (see Das [2]).

We give the following new definition.

Let (T,,) define the sequence of the (N, Gn) transform of the (N, pn) transform of (s,)
generated by the sequences (g,) and (p,), respectively. The series >’ a, is said to be summable
|(Rr Qn)(RrPn”k, k>1if

N YT, - T |* < o0 (1.5)
n=1
We may assume through the paper that Q, = go+---+g, — o0,asn — oo; R, = rg+---+1, — oo,
asn — oo.
2. New results

We state and prove the following.

Theorem 2.1. Let k > 1, (\,) be a sequence of constants. Define

f‘l) = %/ FU = Zprfr. (2.1)
Let
ann = O(Pn)r (22)

< nk71q§ _ (qu)k_l 23
nélgfzgnl‘O( Qk ) 2

Then, sufficient conditions for the implication

Zan is summable |R, |, = Za”)‘” is summable | (R, qn) (R, pn) |, (2.4)
are
|-)LU|F‘I) = O(Qv)/ (25)
[n] = O(Qn), (2.6)
pvva)‘v| = O(Qv)/ (27)
quvva)‘vl = O(Qva—lrv)r (28)
pnannl)‘nl = O(PnQnrn)/ (29)
Ry | A/\LlezHl = O(Q’UT’I})/ (2.10)
Rot|Ady| = O(Quro). (211)
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Proof. Let (Su) be the sequence of partial sums of 3 an\,. Let v, V, be the (N, 1),

(N, qn)(N pn) transforms of the sequences (s,), (Sn), respectively. We write t,, = v,—v,-1, Ty =
V,. — V,._1. Therefore,

n R R 1ZR'0 14y, (212)
n—

Vn T oYv
Qnr Oq ZP

rv =0
- @Z&pvsvg% (2.13)
an:o vvYvjJo
Also,
Tn = Vn - Vn—l
pnsnfn
= Sr r
Gor 12 U

_ Pndn

- QnQn— Zprfrzav-)‘ " P, Qn 1Z )L
_ Pndn
oo Z“” Z”rf’ P, Qs Z“” v

_ pnqn U
= QnQn 1 ZRv 1avR rzz; rfr PnQn— ZRv 10y

v=1 U—l

_ qn nl/ v i n npnfn

- QnQn <v:1 <§Rr_1ar> A0<Rv_1 ;prfr> <ZR” 1av> Ry >

£ ()2
pnqn n

v v+1>> QnQn T nt )Lnfn

n-1
Pn% Rv—l PnCIan
tv )Lv tv AAU A tn)tn/
i P,Qu <Z< i Ty >> " PyQn-17n

tydy fo +

(2.14)

In order to complete the proof, it is sufficient to show that

an_llTnjlk <o, j=1,2,3,4,56,7. (2.15)
n=1
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Applying Holder’s inequality,

m+1 m+1
nk1 T k_ nk1 toAoFy
Zz | T | ZZ QnQn 12
m+l k-1 k n-1 n-1 k-1
qn k qv
< to|” || Fy
nZZQnQn 1; | | | | <'u—l Qn—1>
. m+1 k 1qk
=0(1) to|" | Ao| Fy 1
;‘75 1| | | | n%lQnQn 1
Ao Fk
— O(l)z k 1|t |kL
=0(1),
m+1 1 k m+1 e q n—lR 1]9 k
n T, = n = = vtv-’\va
,;2 | 2| ,é QnQn—lvgl Ty
mil k-1 k n-1 Rk n-1 k-1
4 'S Rep 9o
< to| | Ao fv< >
n= ZQnQn 1UZ1 | | | | ;Q”_l
RYps & gy
- 0(1) fol o £
; v | | | | n%—lQnQn 1
O
= 0(1) Yok [ty |[F 2 |4, | £
v=1 Qv
=0(1) Y v* |
v=1
=0(1),
C ke S | 4 O R ‘
T = Sk —— N 2t ALy Foun
nZ:2 | 3| nZ:2 QnQ;H; Ty

m+1 1 qk n-1 Rk k
- n
SZ” Z kl k|t | |A)L | 'u+1< Qn1>

n=1 Qn n-1p=190v "o

m+1 kl k

qn
o(1) to|"| AN, | FK
Z k | | | | +1n v+1QnQn 1

k
—O(l)ka1|t| :}JMI el
‘U‘U

=0(),
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m m
an—1 |Tn4|k _ an—1
n=1

n=1

n an k
Ltn A fo
Q1 Qu-11n

m k kRk
= 0(1) S r* ¢, K|, [ Pl
( );n | | | | QﬁQ,’;_lTrlf

=0(),

Z k1|T | _anl

n=.

p"q” Zt Ao

nnl

k k
n=1 Py Qn—l v=1 9o =1

m+1 k ,k n-1 1
S PR <z

m+l k-1,k ,k

= Pnfn
=0 Y |t | Ao
Sl el 3

m+1 k1 k

=om el el g 3 St

Z 1
= 0(1) Y0 [to] || —
v=1 Q

(4

=0(1),
m+1 m+1 n-1 k
St Tl = St P 5 Rty
n=2 n=2 "Q" 1o=1 v

m+1 k 4k n-1 k n-1
< St HE S S o (S5
n-1

k
n=2 P Qn— 1ov=1 k 1TU v=1

ik kt||A)t| Z k-1 Pn%

Ty n=v+1 Pan—l
o3 o<1t [F|as, Kot
= v
v=1 ’ ’ Q’U‘TL‘
=0(1).
Finally,
m m R k
k=111 1k = k-1 ant/\
;n | n7| ;n PnQn—lrn e

k
= 0 3 aaf* (Bt

= O(l).
This completes the proof of the theorem.

e

(2.16)

(2.17)
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Theorem 2.2. Let (2.3) be satisfied and
P, = O(PUQ‘U)/ (218)
Qn = O(ngy). (2.19)

Then, necessary conditions for the implication (2.4) to be satisfied are

|)‘ | _ O( QuQo-170 ) |)L | _ O<vl_1/kerv> |A)L | _ O< Ul_l/kr‘uQv )

(1+Fv>quv P'uvav (1 +Fv+]>Rv
(2.20)
Proof. For k > 1 define
A* = {(a]-): Zaj is summable |R,r,,|k},
(2.21)
B* = {(b]-): > bj); is summable |(R,qx) (R, pn) |k}
From (2.14), we have
— [ qnfo Pndn >
Tn = + av-’\rv' 222
z; <QnQn—1 PnQn—l ( )

With t, and T, as defined by (2.12) and (2.22), the spaces A* and B* are BK-spaces with norms
defined by

- 1/k
lell = {|f0|k ; znk-1|tn|’<} ,
n=1

(2.23)
o 1/k
||C||2: {|T0|k+znk1|Tn|k} 7
n=1
respectively. By the hypothesis of the theorem,
llcll; < o0 = |lc]l, < oo. (2.24)

The inclusion map i : A* — B* defined by i(a) = a is continuous since A* and B* are BK-spaces.
By the closed graph theorem, there exists a constant K > 0 such that

llcllz < Kllell;. (2.25)

Let e, denote the nth coordinate vector. From (2.12) and (2.22) with (a,) defined by a, =
e, — eni1, N =70, a, =0, otherwise, we have

0, n<o,
1o B
to=1{ R, n=v,
Tnty
, n>0o,
\ Ran—l
(2.26)
0, n<o,
GoFy Poqo >
+ Ao, n=o,
T =4 (Qva—l Pva—l ‘
qnFo Pndn
Av<< + )/\7,), n>v.
\ QnQn—l PnQn—l
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From (2.23), we have

- 1/k
el = f o1 ()« 5wt (e YL
Qv n=v+1 QnQn—l

GFs  poq - GnFo  paq ok
o (o (2 Yo o il (e ), )
” ”2 { Q‘UQU—l Pva—l n:Zm_l QnQn—l PnQn—l
(2.27)
Applying (2.25), we obtain
Uk_1< GoFo + Pvqv >)l k+ ink_lA << GnFo + Pndn >)‘>k
Qva—l Pva—l i n=o+1 i QnQn—l PnQn—l i
(2.28)

k 0 k
Ty k-1 Tnly
- O(l)< <Rv> +n=Zv+1n (Ran—l) >
As the right-hand side of (2.28), by (2.3), is
- 0 k 1 k
=0()( o ( )
( )< Ry Rk 1ngﬂRk n1>
k k-1 k
_ k-1( Tv. o k-1 To 2.29
Om(” <R) +<Rv> ¢ <R>> 22
k
_ k-1 Tv
-0 (&) )
and the fact that each term of the left-hand side of (2.28) is O(v*"(r,/Ry,)¥), we obtain

‘UF‘U vlv k k
U’H<QqQ + Pqu > o] = o<u’<fl<£—”> > (2.30)
v<v-1 v<v-1 v

which implies by (2.18)

<Q:gvl>k(1 +F)*| Ao = O(%)k, (2.31)
that is,
ol =0( G2 k) 3

Also, we have, by (2.28),

e _ nPvJo an+ Pnqn
nk1<qpf>iv+<q 1, )AAU
Z QnQn—l QnQn—l PnQn—l

n=v+1

o)) e
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The above, via the linear independence of 1, and Al,, implies
& enf @Fo pedn \ 0 & w1 90\
(G o) 1 =0+ () )
H:Zml QnQn—l PnQn—l | | Qv

|A)w|k <1 + Fy+1>kn§::1nkl (angm1 >k = O<vk’1 <%>k>

by (2.18). As by (2.19), via the mean value theorem,

& 52(g) o0 £ %o £ 00 £ ().

(2.34)

v n=v+1 n 1 n= v+1 n n=v+1 Kn=<yn-1 n=v+1
(2.35)
Then,
1 » \
|AL|F (1 +Fv+1)k§ = o( ok 1(; > ) (2.36)
which implies
”Ul_l/kTpQ-g
= — ). 2.37
A)‘U O<(1+Fv+1)R‘U> ( 3 )

Also, by (2.28),

> qnpva < k71< rv >k>
n =0l(wv — ,
n:Zerl QnQn 1 Rv

it $(gh) oG (2)) e

k
k £k k1 - k-1 To
pefelol o O<v <R> )

vl—l/kr Q
Ay = O<#> (2.39)
PvaRv

which implies

3. Applications

Corollary 3.1. Let k > 1. Define

fvzégl Fv:rgvfr- (31)



W. T. Sulaiman 9

Let
n=0(Qn). (3.2)
Then, sufficient conditions for the implication
Zan is summable |C, 1|, = Zan/\n is summable | (R, 4.)(C,1)|, (3.3)
are (2.5), (2.6), and the following:

o[do| = O(Qo),
Vo | Ao| = 0(QuQo-1),
nGn|An| = O(nQu),
0| ANy |Fo1 = O(Qo),
|A4o]| = O(q0),
v| ALy | = O(Qy).

(3.4)

Proof. The proof follows from Theorem 2.1 by putting p,, = 1, = 1 for all n. O

Corollary 3.2. Let k > 1. Define

fo=Sg  Fo=pf (35

r=v- T

Let (2.2) be satisfied. Then, sufficient conditions for the implication
Zan is summable |C, 1|, = Za")‘" is summable |(C,1)(R,pu)|, (3.6)

are

|Ao| Fo = O(v),
|Au| = O(n),
poldo| = O(1), (3.7)
|Ado|Four = O(1),
|AL,| = 0(1).

Proof. The proof follows from Theorem 2.1, by putting g, = r, = 1, for all n, noticing that (2.3)

is satisfied as
1 1 1
_ )= 3.8
4 1<n -1 n) v (38)

O
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Corollary 3.3. Let f,, F, be as defined in (3.1). Let (2.3) and (3.2) be satisfied. Then, sufficient
conditions for the implication

Zan is summable |R,r,|, = Zan)un is summable | (R, qn)(C,1)], (3.9)
are (2.5), (2.6), (2.10), (2.11), and the following:
va)Lv| = O(Qv)/

q‘UR‘U|)L‘0| = O(Qva—lrv)/ (310)
annl-’\nl = O(”Qnrn)'

Proof. The proof follows from Theorem 2.1, by outing p, = 1 for all n. O
Corollary 3.4. Let f,, Fy, be as defined in (3.1). Let (2.3), (2.19) be satisfied and
v=0(Qy). (3.11)

Then, necessary conditions for the implication (3.3) are

Ay = o<%>, Ay = O(w(/g—:ﬂ)’ Ady = O<v1/k(1gﬁ>' (3.12)

Proof. The proof follows from Theorem 2.2 by putting p,, = r,, = 1 for all n. O
Corollary 3.5. Let f,, F, be as defined in (3.5). Let
P, = O(vpy). (3.13)

Then, necessary conditions for the implication (3.5) to be satisfied are

o pl-1/k o117k
Av—O<1+Fv>, )LU—O< oofs >, A)Lv—O<l+Fv+1>. (3.14)

Proof. The proof follows from Theorem 2.2, by putting g, = r, = 1, keeping in mind that (2.3)
is satisfied as in the case of (3.8). O

Corollary 3.6. Let f,, F, be as defined in (3.1). Let (2.3), (2.19), and (3.2) be all satisfied. Then,
necessary conditions for the implication (3.9) to be satisfied are

Ao = o<—Q”Q”‘1”’ > Ao = o<—vl_1/k”’Qv> Ady = o(—vl_l/k”’Qv ) (3.15)
v (1+Fv)quv ’ v vav ’ v (1+Fv+1>R‘U ' '

Proof. The proof follows from Theorem 2.2, by putting p,, = 1 for all n. O
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