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Stability for a capillary problem with surfaces meeting along a singular curve is analyzed using eigenvalue methods.

## 1. Introduction

In [4], stability of bubble clusters is characterized in terms of a quadratic form defined on the surfaces, which is then used to prove that the nonstandard double bubble is unstable. Since quadratic forms are often analyzed using eigenvalue methods, it seems natural to investigate the eigenvalue problem which arises from such a quadratic form. We will look at a specific example of a problem related to bubble clusters, in order to see how the quadratic form gives rise to interesting interactions across the singular curve.

The example that we will look at is the following. Suppose that we partition a ball into three regions of equal volume. How can this be done so that the sum of the areas of the partitioning surfaces is a minimum? We will not answer this general question, but we will address the stability of the particular partition given by three half-disks sharing the line segment $-1 \leq x \leq 1, y=0, z=0$ in their boundaries and meeting at angles of $(2 / 3) \pi$. It is clear that this configuration is stationary, since the contact angles between the free surfaces and the fixed sphere are all $\pi / 2$, and the behavior along the line segment satisfies the Plateau conditions (see [9]). This problem was chosen so that the various contributions due to curvature that appear in [4] would disappear, in that we could focus on the analysis rather than the geometry. It is important to realize that we cannot look at arbitrary normal perturbations on each surface. With the orientations of the normals that we will use, the condition that $f_{1}(p)+f_{2}(p)+f_{3}(p)=0$ must be imposed along the singular curve, so that infinitesimal perturbations will take the singular curve to a single curve rather than causing it to split. Following [4], we let $\mathscr{F}$ be the set of triples $\left\langle f_{1}, f_{2}, f_{3}\right\rangle$ with $f_{i} \in H^{1}\left(\Sigma_{i}\right)$ satisfying the matching condition $f_{1}+f_{2}+f_{3}=0$ along the singular curve $\gamma$.

We have an additional consideration in that we have terms in the derivatives relating to perturbations of bubble surfaces near fixed surfaces. These are handled in a manner similar to that used in [11], although there is a slight difference from that in [11],
perturbations were assumed to be volume conserving across individual surfaces whereas we cannot make that assumption for the ball-partition problem. I am unaware of any work on partitioning balls into three volumes using a minimum of surface area. However, the analogous question with two volumes has been studied, see, for example, $[7,8]$.

## 2. Results

The problem that we're looking at has a fixed surface, so that it is not quite the same as the sorts of bubble clusters looked at in [3, 4]. We must determine what additional terms come into consideration due to motion of the contact curve along the fixed surface. To see what happens to derivatives of surface area due to perturbations which move the contact curve with the fixed ball, consider a normal perturbation $\varepsilon f$ to the half-disk $\Sigma_{1}$, which we assume is contained in the upper half of the $x, y$ plane. We must subtract the area of the surface which goes outside of the ball. The situation is similar to that considered in [11], although it is much easier due to the special geometry. Putting the problem into cylindrical coordinates, we must subtract off the area of the surface $z=\varepsilon f(r \cos \theta, r \sin \theta)$ lying above the region $1-R(\theta, \varepsilon) \leq r \leq 1$, where $R(\theta, \varepsilon)$ is determined by

$$
\begin{equation*}
(1-R)^{2}+\varepsilon^{2} f^{2}((1-R) \cos \theta,(1-R) \sin \theta)=1 \tag{2.1}
\end{equation*}
$$

It is straightforward to verify by implicit differentiation that $R_{\varepsilon}(\theta, 0)=0$ and $R_{\varepsilon \varepsilon}(\theta, 0)=$ $-f^{2}(\cos \theta, \sin \theta)$. From this, it follows that we must subtract off the sum of the integrals of the squares of the perturbations along the contact curve of $\Sigma_{i}$ with the unit sphere from the quadratic form. With this, and plugging the specific curvatures of the surfaces and the singular curve into the formulas from [4], we have proven the following.

Proposition 2.1. The configuration for the ball-partitioning problem consisting of 3 halfdisks $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ meeting along a diameter at an angle of $(2 / 3) \pi$ is stable if

$$
\begin{equation*}
\sum_{i=1}^{3} \iint_{\Sigma_{i}}\left|\nabla f_{i}\right|^{2} d \Sigma-\int_{\sigma_{i}} f_{i}^{2} d \sigma \geq 0 \tag{2.2}
\end{equation*}
$$

for every perturbation $\left\langle f_{1}, f_{2}, f_{3}\right\rangle \in \mathscr{F}$ for which

$$
\begin{equation*}
\iint_{\Sigma_{1}} f_{1} d \Sigma=\iint_{\Sigma_{2}} f_{2} d \Sigma=\iint_{\Sigma_{3}} f_{3} d \Sigma \tag{2.3}
\end{equation*}
$$

that is, which infinitesimally preserves the volumes of the regions bounded by the $\Sigma_{i}$ 's. Here $\sigma_{i}$ is the semicircular part of the boundary of $\Sigma_{i}$.

Note 2.2. Similar calculations for perturbations of capillary surfaces which touch general fixed surfaces are performed in [7, 11]. We cannot simply quote them here, however, since their calculations are for perturbations which keep the volume enclosed by a single surface fixed.

We now analyze the quadratic form in Proposition 2.1 as in [5, 6].
Theorem 2.3. The partition of the unit ball into three equal volumes by three half-disks meeting at $120^{\circ}$ is stable, that is, (2.2) holds on the subspace of $\mathscr{F}$ satisfying (2.3).

Proof. We will first derive the eigenvalue problem for the quadratic form (2.2) in the absence of the volume constraint, and then we will find conditions for the quadratic form to be nonnegative on the subspace of $\mathscr{F}$ which satisfies (2.3). The interesting point of the eigenvalue problem is to see how the condition that solutions are in $\mathscr{F}$ is reflected in the boundary conditions along $\gamma$. Proceeding as in [2], the first eigenfunction $\left\langle\varphi_{0,1}, \varphi_{0,2}, \varphi_{0,3}\right\rangle$ will be the minimum of (2.2) subject to the constraint

$$
\begin{equation*}
\sum_{i=1}^{3} \iint_{\Sigma_{i}} \varphi_{0, i}^{2} d \Sigma=1 \tag{2.4}
\end{equation*}
$$

Let $\lambda_{0}$ be that minimum. Then

$$
\begin{equation*}
\frac{\sum_{i=1}^{3} \iint_{\Sigma_{i}}\left|\nabla \varphi_{0, i}\right|^{2} d \Sigma-\int_{\sigma_{i}} \varphi_{0, i}^{2} d \sigma}{\sum_{i=1}^{3} \iint_{\Sigma_{i}} \varphi_{0, i}^{2} d \Sigma}=\lambda_{0} . \tag{2.5}
\end{equation*}
$$

Take an arbitrary triple $\left\langle\zeta_{1}, \zeta_{2}, \zeta_{3}\right\rangle$ in $\mathscr{F}$. We must have

$$
\begin{equation*}
\sum_{i=1}^{3} \iint_{\Sigma_{i}}\left|\nabla\left(\varphi_{0, i}+\varepsilon \zeta_{i}\right)\right|^{2} d \Sigma-\int_{\sigma_{i}}\left(\varphi_{0, i}+\varepsilon \zeta_{i}\right)^{2} d \sigma \geq \lambda_{0}\left(\sum_{i=1}^{3} \iint_{\Sigma_{i}}\left(\varphi_{0, i}+\varepsilon \zeta_{i}\right)^{2} d \Sigma\right) \tag{2.6}
\end{equation*}
$$

holding for all $\varepsilon$. Multiplying out and using (2.5), we see that

$$
\begin{align*}
& 2 \varepsilon\left(\sum_{i=1}^{3} \iint_{\Sigma_{i}} \nabla \zeta_{i} \cdot \nabla \varphi_{0, i} d \Sigma-\int_{\sigma_{i}} \varphi_{0, i} \zeta_{i} d \sigma-\lambda_{0} \iint_{\Sigma_{i}} \varphi_{0, i} \zeta_{i} d \Sigma\right)  \tag{2.7}\\
& \quad+\varepsilon^{2}\left(\sum_{i=1}^{3} \iint_{\Sigma_{i}}\left|\nabla \zeta_{i}\right|^{2} d \Sigma-\int_{\sigma_{i}} \zeta_{i}^{2} d \sigma-\lambda_{0} \iint_{\Sigma_{i}} \zeta_{i}^{2} d \Sigma\right) \geq 0
\end{align*}
$$

for all $\varepsilon$ and all admissible triples $\left\langle\zeta_{1}, \zeta_{2}, \zeta_{3}\right\rangle$. This can only be satisfied if the linear term in (2.7) is zero, that is,

$$
\begin{equation*}
\sum_{i=1}^{3} \iint_{\Sigma_{i}} \nabla \zeta_{i} \cdot \nabla \varphi_{i, 0} d \Sigma-\int_{\sigma_{i}} \varphi_{i, 0} \zeta_{i} d \sigma=\lambda_{0} \iint_{\Sigma_{i}} \varphi_{i, 0} \zeta_{i} d \Sigma \tag{2.8}
\end{equation*}
$$

holds for all $\left\langle\zeta_{1}, \zeta_{2}, \zeta_{3}\right\rangle \in \mathscr{F}$.
Integrating by parts,

$$
\begin{equation*}
\sum_{i=1}^{3}\left[\iint_{\Sigma_{i}} \zeta_{i}\left(-\Delta \varphi_{0, i}-\lambda_{0} \varphi_{0, i}\right) d \Sigma-\int_{\sigma_{i}} \zeta_{i}\left(\varphi_{0, i}-\frac{\partial \varphi_{0, i}}{\partial n}\right) d \sigma+\int_{\gamma} \zeta_{\zeta} \frac{\partial \varphi_{0, i}}{\partial n} d \sigma\right]=0 . \tag{2.9}
\end{equation*}
$$

From this, we obtain the eigenvalue problem

$$
\begin{equation*}
-\Delta \varphi_{0, i}=\lambda_{0} \varphi_{0, i} \tag{2.10}
\end{equation*}
$$

interior to $\Sigma_{i}$, with boundary conditions

$$
\begin{equation*}
\frac{\partial \varphi_{0, i}}{\partial n}=\varphi_{0, i} \tag{2.11}
\end{equation*}
$$

on $\sigma_{i}$ and

$$
\begin{equation*}
\frac{\partial \varphi_{0,1}}{\partial n}=\frac{\partial \varphi_{0,2}}{\partial n}=\frac{\partial \varphi_{0,3}}{\partial n} \tag{2.12}
\end{equation*}
$$

along the singular curve $\gamma$, along with the condition that

$$
\begin{equation*}
\varphi_{0,1}+\varphi_{0,2}+\varphi_{0,3}=0 \tag{2.13}
\end{equation*}
$$

holds on $\gamma$ (since $\left.\left\langle\varphi_{0,1}, \varphi_{0,2}, \varphi_{0,3}\right\rangle \in \mathscr{F}\right)$.
The situation is similar enough to that considered in [1, Chapter 6], that the analogous results follow. Minimizing (2.2) with the additional constraint that $\left\langle\varphi_{1}, \varphi_{2}, \varphi_{3}\right\rangle$ be orthogonal to $\left\langle\varphi_{0,1}, \varphi_{0,2}, \varphi_{0,3}\right\rangle$ in $L^{2}\left(\Sigma_{1}\right) \oplus L^{2}\left(\Sigma_{2}\right) \oplus L^{2}\left(\Sigma_{3}\right)$ yields that eigenvector $\left\langle\varphi_{1,1}, \varphi_{1,2}, \varphi_{1,3}\right\rangle$ corresponding to the eigenvalue $\lambda_{1}$. Continuing, we obtain an orthonormal basis to $L^{2}\left(\Sigma_{1}\right) \oplus L^{2}\left(\Sigma_{2}\right) \oplus L^{2}\left(\Sigma_{3}\right)$ consisting of solutions to the eigenvalue problem

$$
\begin{equation*}
-\Delta \varphi_{i}=\lambda \varphi_{i} \tag{2.14}
\end{equation*}
$$

with the same boundary conditions as before. Moreover,

$$
\begin{equation*}
\lambda_{0} \leq \lambda_{1} \leq \cdots \tag{2.15}
\end{equation*}
$$

and $\lambda_{k} \rightarrow \infty$ as $k \rightarrow \infty$.
We must next determine all negative eigenvalues, along with their associated multiplicities. Identifying all $\Sigma_{i}$ 's as $\Sigma$, the unit upper half-disk in the $x, y$ plane, and $\sigma_{i}$ as $\sigma$, the unit upper half circle, we seek triples $\left\langle\varphi_{1}, \varphi_{2}, \varphi_{3}\right\rangle$ satisfying

$$
\begin{equation*}
-\Delta \varphi_{i}=\lambda \varphi_{i} \tag{2.16}
\end{equation*}
$$

on $\Sigma$, with

$$
\begin{equation*}
\frac{\partial \varphi_{i}}{\partial n}=\varphi_{i} \tag{2.17}
\end{equation*}
$$

on $\sigma$,

$$
\begin{equation*}
\frac{\partial \varphi_{1}}{\partial n}=\frac{\partial \varphi_{2}}{\partial n}=\frac{\partial \varphi_{3}}{\partial n} \tag{2.18}
\end{equation*}
$$

on $\gamma$ (the line segment from $(-1,0)$ to $(1,0)$ ), and

$$
\begin{equation*}
\varphi_{1}+\varphi_{2}+\varphi_{3}=0 \tag{2.19}
\end{equation*}
$$

along $\gamma$.
Let $\psi=\varphi_{1}+\varphi_{2}+\varphi_{3}$. We must have

$$
\begin{equation*}
-\Delta \psi=\lambda \psi \tag{2.20}
\end{equation*}
$$

on the half-disk, with

$$
\begin{equation*}
\frac{\partial \psi}{\partial n}=\psi \tag{2.21}
\end{equation*}
$$

on $\sigma$ and

$$
\begin{equation*}
\psi=0 \tag{2.22}
\end{equation*}
$$

on $\gamma$. We may solve this by separation of variables. Writing $\psi$ as $R(r) \Psi(\theta)$, we must have $R^{\prime}(1)=R(1)$ and $\Psi(0)=\Psi(\pi)=0$. Substituting, we obtain

$$
\begin{equation*}
R^{\prime \prime} \Psi+\frac{1}{r} R^{\prime} \Psi+\frac{1}{r^{2}} R \Psi^{\prime \prime}=-\lambda R \Psi, \tag{2.23}
\end{equation*}
$$

hence

$$
\begin{equation*}
\frac{R^{\prime \prime}}{R}+\frac{1}{r} \frac{R^{\prime}}{R}+\frac{1}{r^{2}} \frac{\Psi^{\prime \prime}}{\Psi}=-\lambda, \tag{2.24}
\end{equation*}
$$

that is,

$$
\begin{equation*}
r^{2} \frac{R^{\prime \prime}}{R}+r \frac{R^{\prime}}{R}+\lambda r^{2}=-\frac{\Psi^{\prime \prime}}{\Psi}=k \tag{2.25}
\end{equation*}
$$

for some separation constant $k$. The boundary conditions for $\Psi$ give that $\Psi(\theta)=c \sin (n \theta)$ for some integer $n \geq 1$. Since we seek a solution with negative $\lambda$, let $\lambda=-q^{2}$, yielding

$$
\begin{equation*}
r^{2} R^{\prime \prime}+r R^{\prime}-\left(n^{2}+q^{2} r^{2}\right) R=0 \tag{2.26}
\end{equation*}
$$

If $t=q r,(2.26)$ turns into the modified Bessel equation of order $n$ :

$$
\begin{equation*}
t^{2} \frac{d^{2} R}{d t^{2}}+t \frac{d R}{d t}-\left(n^{2}+t^{2}\right) R=0 \tag{2.27}
\end{equation*}
$$

The only solutions to (2.27) which are bounded at the origin are $c I_{n}(t)$, where $I_{n}$ is a modified Bessel function of the first kind (see [1]). Thus $R(r)=c I_{n}(q r)$. If $R^{\prime}(1)=R(1)$ is to be satisfied, there must be a positive integer $n$ and a $q>0$, so that

$$
\begin{equation*}
q I_{n}^{\prime}(q)=I_{n}(q) \tag{2.28}
\end{equation*}
$$

However (again see [1]),

$$
\begin{equation*}
I_{n}^{\prime}(q)=n \frac{I_{n}(q)}{q}+I_{n+1}(q) \tag{2.29}
\end{equation*}
$$

so that

$$
\begin{equation*}
q I_{n}^{\prime}(q)-I_{n}(q)=(n-1) I_{n}(q)+q I_{n+1}(q) \tag{2.30}
\end{equation*}
$$

Since $n \geq 1$, then the right-hand side of $(2.30)$ is positive (since $I_{n}(q)$ is positive for positive $q$ ). This is a contradiction, since we want the left-hand side of the equation to be zero. Thus, the only possibility for $R(r)$ is that $c$ is zero, hence $\psi$ is identically zero. Thus $\varphi_{1}+\varphi_{2}+\varphi_{3}=0$ on the half-disk. From this, we see that

$$
\begin{equation*}
\frac{\partial \varphi_{1}}{\partial n}+\frac{\partial \varphi_{2}}{\partial n}+\frac{\partial \varphi_{3}}{\partial n}=0 \tag{2.31}
\end{equation*}
$$

on $\gamma$. Since the three normal derivatives are equal, it follows that

$$
\begin{equation*}
\frac{\partial \varphi_{i}}{\partial n}=0 \tag{2.32}
\end{equation*}
$$

on $\gamma$.
We now may find each of the $\varphi_{i}$ 's by separation of variables, using much the same reasoning as before. Write a generic $\varphi_{i}$ as

$$
\begin{equation*}
\varphi=R(r) \Theta(\theta) \tag{2.33}
\end{equation*}
$$

the same equations hold as for $\psi$. The only difference is that the boundary conditions for $\Theta$ are that

$$
\begin{equation*}
\Theta^{\prime}(0)=\Theta^{\prime}(\pi) \tag{2.34}
\end{equation*}
$$

making $\Theta(\theta)=\cos (n \theta)$ for some integer $n \geq 0$. This leads to $R(r)$ solving (2.26) and (2.27) as before, except that $n=0$ is now a possibility. From the previous argument, the only possibility for a solution yielding a negative eigenvalue is to have $n=0$, so that $\varphi$ is radially symmetric. For $n=0$, there will be precisely one solution $q_{0}$ to (2.30), as it is not hard to show that $-I_{0}(q)+q I_{1}(q)$ is strictly increasing and changes sign. Numerically, $q_{0}$ is approximately 1.6083 , leading to the negative eigenvalue -2.5866 . The eigenspace in $\mathscr{F}$ corresponding to this eigenvalue is two dimensional: it is

$$
\begin{equation*}
\left\langle a_{1} I_{0}\left(q_{0} r\right), a_{2} I_{0}\left(q_{0} r\right), a_{3} I_{0}\left(q_{0} r\right)\right\rangle \tag{2.35}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1}+a_{2}+a_{3}=0 \tag{2.36}
\end{equation*}
$$

is required for the triple to be in $\mathscr{F}$. Thus there is a single negative eigenvalue, of multiplicity two.

Certainly, therefore, the quadratic form (2.2) is not nonnegative on all of $\mathscr{F}$. To see whether it is nonnegative on the subspace of $\mathscr{F}$ satisfying (2.3), we follow the approach of $[5,6,10]$. Since the subspace satisfying the volume constraint is the set of vectors in $L^{2}(\Sigma)^{3}$ orthogonal to $\langle 1,-1,0\rangle$ and $\langle 1,0,-1\rangle$, we first seek $\vec{\eta}=\left\langle\eta_{1}, \eta_{2}, \eta_{3}\right\rangle$ and $\vec{\zeta}=\left\langle\zeta_{1}, \zeta_{2}, \zeta_{3}\right\rangle$ satisfying

$$
\begin{align*}
& -\Delta \vec{\eta}=\langle 1,-1,0\rangle \\
& -\Delta \vec{\zeta}=\langle 1,0,-1\rangle \tag{2.37}
\end{align*}
$$

with boundary conditions as in (2.11), (2.12), and (2.13).
Specific radially symmetric solutions are given by

$$
\begin{align*}
& \vec{\eta}=\left\langle-\frac{1}{4} r^{2}-\frac{1}{4}, \frac{1}{4} r^{2}+\frac{1}{4}, 0\right\rangle \\
& \vec{\zeta}=\left\langle-\frac{1}{4} r^{2}-\frac{1}{4}, 0, \frac{1}{4} r^{2}+\frac{1}{4}\right\rangle \tag{2.38}
\end{align*}
$$

The condition that we must check is whether

$$
\left(\begin{array}{ll}
(\vec{\eta},-\Delta \vec{\eta}) & (\vec{\eta},-\Delta \vec{\zeta})  \tag{2.39}\\
(\vec{\zeta},-\Delta \vec{\eta}) & (\vec{\zeta},-\Delta \vec{\zeta})
\end{array}\right)
$$

is negative definite, where each entry is an inner product in $L^{2}(\Sigma)^{3}$. It is easy to verify that this is true.

Having done that, we outline the rest of the argument. Given a perturbation $\vec{f}=$ $\left\langle f_{1}, f_{2}, f_{3}\right\rangle$ which satisfies (2.3), that is, which is orthogonal to $\langle 1,-1,0\rangle$ and $\langle 1,0,-1\rangle$ in $L^{2}(\Sigma)^{3}$, one may show that there exist $c_{1}$ and $c_{2}$ so that $\vec{f}+c_{1} \vec{\eta}+c_{2} \vec{\zeta}$ is orthogonal to the two-dimensional eigenspace corresponding to the negative eigenvalue. The fact that (2.39) is negative definite is used for this. Calling $\vec{f}+c_{1} \vec{\eta}+c_{2} \vec{\zeta} \vec{g}$, one can verify that

$$
(\vec{f},-\Delta \vec{f})=(\vec{g},-\Delta \vec{g})-\left[\begin{array}{ll}
c_{1} & c_{2}
\end{array}\right]\left(\begin{array}{ll}
(\vec{\eta},-\Delta \vec{\eta}) & (\vec{\eta},-\Delta \vec{\zeta})  \tag{2.40}\\
(\vec{\zeta},-\Delta \vec{\eta}) & (\vec{\zeta},-\Delta \vec{\zeta})
\end{array}\right)\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right] \geq 0
$$

again using (2.39), concluding the proof. For more details, see one of the three references mentioned.

Note 2.4. The eigenvalue approach used in this paper can be applied to the sorts of problems considered in [4]. This is more a matter of taste than anything: the results will be equivalent to those found using Jacobi fields as in [4].
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