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We discuss the approximation properties of nets of positive linear operators acting
on function spaces defined on Hausdorff completely regular spaces. A particular
attention is devoted to positive operators which are defined in terms of integrals
with respect to a given family of Borel measures. We present several applications
which, in particular, show the advantages of such a general approach. Among other
things, some new Korovkin-type theorems on function spaces on arbitrary topo-
logical spaces are obtained. Finally, a natural extension of the so-called Bernstein-
Schnabl operators for convex (not necessarily compact) subsets of a locally convex
space is presented as well.
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1. Introduction. Korovkin’s original theorem and its subsequent extensions

and generalizations give useful criteria in order to decide whether a sequence

of positive linear operators converges to the identity operator. As it is well

known, these criteria involve the convergence of the sequence on special sub-

sets of the underlying space, called Korovkin subsets.

In many concrete cases, it is also possible to give estimates of the rates of

convergence in terms of quantities connected to the Korovkin subsets. We refer

to [1] for more details on this subject.

On the other hand, many positive approximation processes can be defined

in terms of mathematical expectation of suitable random variables taking their

values into a Borel subset of some Euclidean space. In these cases, both qualita-

tive and quantitative properties of the approximation processes can be studied

by means of probabilistic methods (see [1, Section 5.2] for more details and

for the relevant references).

It turns out that this approach seems to be very useful, especially for non-

compact domains (for compact ones, it is indeed equivalent to the use of

Korovkin-type theorems).

As a generalization of these probabilistic methods, in [11], de la Cal and

Luquin proposed a general approach for studying sequences of positive linear

operators defined in terms of probability measures on a given metric space

or, equivalently, in terms of mathematical expectations of random variables

taking their values into the same space.
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In this paper, we suggest a further more general approach for studying pos-

itive approximation processes. This approach, which is very simple and direct,

generalizes the above-mentioned measure-theoretical methods and permits to

extend some well-known Korovkin-type theorems as well.

The generalization we propose concerns Hausdorff topological spaces which

are completely regular or, equivalently, uniformizable.

Thus this approach applies not only to metric spaces, but also to locally

compact spaces, normal spaces, topological vector spaces, and so on.

The need to have some tools to study positive approximation processes on

function spaces defined on possibly nonlocally compact spaces (in the locally

compact case the theory is rather rich and complete, see, e.g., [1]) as well as the

aim to study the approximation of continuous functions on subsets of infinite-

dimensional locally convex spaces were the main motivations which led us to

consider such a general setting.

In the first part of the paper (Sections 3 and 4), we consider nets of positive

linear operators of the form

Li(f )(x) :=
∫
X
fdµx,i (i∈ I, x ∈X, f ∈ E), (1.1)

where X is a Hausdorff completely regular space, (µx,i)x∈X, i∈I is a family of

positive Borel measures onX, and E is the vector subspace
⋂
x∈X, i∈I�1(X,µx,i).

Moreover, the set I is endowed with a directed ordering ≤.

We discuss under which conditions on the measures µx,i the net (Li)≤i∈I is a

positive approximation process on E with respect to the pointwise as well as

to the uniform convergence on X, that is,

lim
i∈I

≤Li(f )= f (1.2)

pointwise or uniformly on X, and we provide the relative rates of convergence.

All the results heavily depend on the family of pseudometrics which gener-

ates the topology of X.

In Section 5, we establish some new Korovkin-type theorems for general nets

of positive linear operators (not necessarily of the form (1.1)) in the setting of

completely regular spaces, extending several useful Korovkin-type theorems

which have been previously established for compact spaces. Also in this case,

the proofs are simple and direct.

In Section 6, we study two approximating sequences of positive linear op-

erators acting on spaces of weakly continuous functions defined on a convex

subset of some locally convex Hausdorff space.

The first one deals with the so-called Bernstein-Schnabl operators, and our

results extend similar ones obtained for compact convex subsets (see [1, Chap-

ter 6] for more details; see also [2, 3, 21, 22] for some generalization to un-

bounded domains).
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The other sequence of positive linear operators, which generalizes the first

one, seems to be considered here for the first time, and it appears to be useful

for approximating continuous functions by means of other systems of basic

functions.

All the approximation formulae given throughout the paper are completed

with some estimates (both pointwise and uniform) of the rate of convergence.

However, these estimates are not sharp because of the general context con-

sidered here. Better estimates can be obtained in particular settings and by

using results involving other moduli of smoothness (see, e.g., [1, Chapter 5]

and [13, 14, 15, 18]).

2. Preliminaries and main definitions. A topological space X is said to be

completely regular if for every x0 ∈ X and for every neighbourhood U of x0,

there exists a continuous function f :X →R, 0≤ f ≤ 1, such that

f
(
x0
)= 1, f (x)= 0 ∀x ∈X \U. (2.1)

Locally compact spaces, normal spaces (and hence metric spaces), and topo-

logical vector spaces are completely regular.

A Hausdorff topological space is completely regular if and only if it is uni-

formizable (see [9, Chapter 2, Sections 5 and 6]) so that there exists a saturated

family � of pseudometrics on X which generates the topology of X.

From now on, we will fix a completely regular Hausdorff space and a satu-

rated family � of pseudometrics on X which generates the topology of X.

If x0 ∈X, d∈�, and δ > 0, we set

Bd
(
x0,δ

)
:= {y ∈X : d

(
x0,y

)
< δ

}
. (2.2)

The family (
Bd
(
x0,δ

))
d∈�, δ>0 (2.3)

is a fundamental system of neighbourhoods of the point x0.

Accordingly, a function f : X → R is continuous at x0 ∈ X if for every ε > 0,

there exist d∈� and δ > 0 such that∣∣f(x)−f (x0
)∣∣≤ ε ∀x ∈ Bd

(
x0,δ

)
. (2.4)

Furthermore, f is uniformly continuous if for every ε > 0, there exist d ∈ �

and δ > 0 such that∣∣f(x)−f(y)∣∣≤ ε ∀x,y ∈X, d(x,y)≤ δ. (2.5)

Moreover, f is Hölder continuous with exponent α> 0 if there exist d∈� and

M ≥ 0 such that ∣∣f(x)−f(y)∣∣≤Md(x,y)α ∀x,y ∈X. (2.6)
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A set H of real-valued functions on X is equicontinuous at some point x ∈ X
if for every ε > 0, there exist d∈� and δ > 0 such that∣∣f(x)−f(y)∣∣≤ ε ∀f ∈H, y ∈X, d(x,y)≤ δ. (2.7)

Furthermore, H is uniformly equicontinuous on X if for every ε > 0, there exist

d∈� and δ > 0 such that∣∣f(x)−f(y)∣∣≤ ε ∀f ∈H, x,y ∈X, d(x,y)≤ δ. (2.8)

Throughout the paper, we will use the symbols �(X,R), �(X,R), �(X,R),
�b(X,R), UCb(X,R), and Lip(X,α) to denote the space of all real-valued func-

tions on X (resp., functions which are bounded, continuous, continuous and

bounded, uniformly continuous and bounded, Hölder continuous with expo-

nent α> 0).

For every f ∈�(X,R), we set

‖f‖∞ := sup
x∈X

∣∣f(x)∣∣. (2.9)

As usual, the support of a function f ∈�(X,R) is defined as

Supp(f ) := {x ∈X : f(x)≠ 0
}
. (2.10)

We will denote by �(X,R) the space of all real-valued continuous functions

whose support is a compact subset ofX, and by �0(X,R) the closure of �(X,R)
in �b(X,R) with respect to the uniform norm, that is,

�0(X,R) := {f ∈�b(X,R) :∀ε > 0, ∃g ∈�(X,R) such that ‖g−f‖∞ < ε
}
.

(2.11)

The cone of all (positive) Borel measures on X will be denoted by �+(X). We

will use the symbols �+
b (X) and �+

1 (X) to indicate the subsets of all bounded

(resp., probability) Borel measures on X. If µ ∈ �+(X), we will denote by

�1(X,µ) the space of all real-valued µ-integrable functions on X.

From now on, we will fix a family

µx,i ∈�+(X) (x ∈X, i∈ I), (2.12)

where the set I is endowed with a directed ordering ≤.

Let E := ⋂
x∈X, i∈I�1(X,µx,i), and for each i ∈ I we consider the positive

linear operator Li : E→�(X,R) defined by setting

Li(f )(x)=
∫
X
fdµx,i (f ∈ E, x ∈X). (2.13)

In the sequel, the net (Li)≤i∈I will be called the canonical net associated with

the family (2.12).
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The main aim of the present paper is to study the approximation properties

of the net (Li)≤i∈I . A similar investigation has been carried out in [11] when X
is a metric space.

However, even in this particular context, our results give new contributions

to the subject.

On the other hand, these operators have been extensively studied in the case

when X is a real interval. We refer to [1, Section 5.2] and [12] for more details.

A probabilistic way of constructing families of measures of the form (2.12)

is that of considering a probability space (Ω,�,P) and a family (Zx,i)x∈X, i∈I
of random variables from Ω into X; then we can consider the distributions of

such random variables

µx,i := PZx,i (x ∈X, i∈ I). (2.14)

In this case, the canonical net of operators associated with (2.14) can be ex-

pressed as

Li(f )(x) :=
∫
Ω
f ◦Zx,idP = E

(
f
(
Zx,i

))
, (2.15)

where the symbol E denotes the mathematical expectation.

In fact, by a result of Kolmogorov (see [6, Corollary 9.5]), every family

(µx,i)x∈X, i∈I in �+
1 (X) is of the form (2.14).

Also notice that if a subspace E of �(X,R) verifies the following integral

representation property:

(P) for every positive linear form ρ : E→R, there exists µ ∈�+(X) such that

E ⊂�1(X,µ) and

ρ(f)=
∫
X
fdµ ∀f ∈ E, (2.16)

then every net (Li)≤i∈I of positive linear operators from E into �(X,R) is the re-

striction of a net of operators of the form (2.13) or (2.15) provided, in addition,

1∈ E and Li(1)= 1 for all i∈ I.
For instance, if X is a locally compact Hausdorff space, then the class of

subspaces satisfying property (P) includes the subspaces �(X,R), �0(X,R)
and, more generally, any adapted subspace of �(X,R) (see [10, Chapter 8,

Section 34]). Further examples for not necessarily locally compact spaces can

be found in [8, Chapter 2, Theorem 2.2] or in [16].

Concrete examples of nets of positive linear operators of the form (2.13) or

(2.15) are, for instance, Bernstein operators, Favard-Szász-Mirakjan operators,

Baskakov operators, Gauss-Weierstrass operators, Post-Widder operators, and

Stancu operators (see [1, Section 5.2] and [12] for further examples and for

some relevant references).

To the same class belong the so-called Bernstein-Schnabl operators and

Lototsky-Schnabl operators defined in the setting of convex compact subsets
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of locally convex spaces (see [1, Chapter 6] and [4] for details and references),

as well as the operators introduced by Altomare and Carbone in [2], Altomare

and Mangino in [3], and Mangino in [21].

Other examples and generalizations will be presented in Section 6.

Here we briefly discuss some conditions under which the spaces �b(X,R)
and �0(X,R) are invariant with respect to the operators (2.13).

Fix i ∈ I. It is immediately proved that, if f is any bounded function in E
and if

sup
x∈X

µx,i(X) <+∞, (2.17)

then Li(f ) is bounded.

Furthermore, under assumption (2.17), Li(f ) ∈ Cb(X,R) for every f ∈ E∩
Cb(X,R) if the mapping

x ∈X � �→ µx,i ∈�+
b (X) (2.18)

is continuous with respect to the weak topology on �+
b (X).

If, in addition, X is locally compact and the measures µx,i are regular, then

the mapping (2.18) is continuous with respect to the weak topology if and

only if Li(1) is continuous and (2.18) is continuous with respect to the vague

topology on �+
b (X), that is, for every x0 ∈X and g ∈�(X,R),

lim
x→x0

µx,i(X)= µx0,i(X),

lim
x→x0

∫
X
gdµx,i =

∫
X
gdµx0,i

(2.19)

(see [7, Theorem 30.8]).

As regards the invariance of the space �0(X,R), introduced in (2.11), we

recall that, when X is locally compact, �0(X,R) coincides with the space of all

real continuous functions f defined on X which vanish at infinity ; that is, for

every ε > 0, there exists a compact subset K of X such that |f(x)| ≤ ε for every

x ∈X \K (equivalently, limx→∞f(x)= 0, where∞ is the point at infinity of X).

Now assume that X is locally compact and the measures µx,i are regular. If

(2.19) hold true and

lim
x→∞µx,i(K)= 0 (2.20)

for every compact subset K of X, then

Li(f )∈�0(X,R) ∀f ∈ E∩�0(X,R). (2.21)
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Indeed, for a given ε > 0, consider two compact subsets K1 and K2 of X such

that ∣∣f(t)∣∣≤ ε ∀t ∈X \K1,

µx,i
(
K1
)≤ ε ∀x ∈X \K2.

(2.22)

Then, for any x ∈X \K2, we have

∣∣Li(f )(x)∣∣≤ ∫
K1

∣∣f(t)∣∣dµx,i(t)+∫
X\K1

∣∣f(t)∣∣dµx,i(t)
≤ ‖f‖∞µx,i

(
K1
)+εµx,i(X \K1

)
≤
(
‖f‖∞+sup

x∈X
µx,i(X)

)
ε.

(2.23)

3. Pointwise convergence. The main aim of this section is to analyze the

pointwise approximation properties of the net (2.13). At the same time, esti-

mates of the rates of convergence will also be given.

We again fix a completely regular Hausdorff space X and a saturated family

� of pseudometrics on X which generates the topology of X.

We will consider a family (µx,i)x∈X, i∈I and the canonical net of operators

(2.13) defined on E :=⋂x∈X, i∈I�1(X,µx,i).
We have the following result.

Theorem 3.1. Let x ∈X and assume that

lim
i∈I

≤µx,i(X)= 1. (3.1)

Then, the following statements hold true.

(1) If for every d∈� and δ > 0,

lim
i∈I

≤µx,i
(
X \Bd(x,δ)

)= 0, (3.2)

then for every function f ∈ E which is bounded and continuous at x,

lim
i∈I

≤Li(f )(x)= f(x). (3.3)

Moreover, if H is an equibounded subset of E∩�(X,R), that is, supf∈H ‖f‖∞ <
+∞, which is equicontinuous at x, then (3.3) holds true uniformly with respect

to f ∈H.

(2) If there exists β > 0 such that for each d∈�,

lim
i∈I

≤
∫
X
d(x,y)βdµx,i(y)= 0, (3.4)

then (3.3) holds true for every f ∈ E∩Lip(X,α) with 0<α≤ β.
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Proof. (1) Consider a bounded function f ∈ E and assume that it is con-

tinuous at x ∈X; for ε > 0, there exist δ > 0 and d∈� such that

∣∣f(x)−f(y)∣∣≤ ε ∀y ∈ Bd(x,δ). (3.5)

Moreover, by virtue of (3.1) and (3.2), there exists i0 ∈ I such that for all i∈ I,
i≥ i0, one has

∣∣µx,i(X)−1
∣∣≤ ε,

µx,i
(
X \Bd(x,δ)

)≤ ε. (3.6)

Therefore, for any i≥ i0,

∣∣Li(f )(x)−f(x)∣∣≤ ∣∣Li(f )(x)−µx,i(X)f(x)∣∣+∣∣µx,i(X)f(x)−f(x)∣∣
≤
∫
X

∣∣f(y)−f(x)∣∣dµx,i(y)+∣∣µx,i(X)−1
∣∣∣∣f(x)∣∣

≤
∫
Bd(x,δ)

∣∣f(y)−f(x)∣∣dµx,i(y)
+
∫
X\Bd(x,δ)

∣∣f(y)−f(x)∣∣dµx,i(y)+ε∣∣f(x)∣∣
≤ εµx,i(X)+2‖f‖∞µx,i

(
X \Bd(x,δ)

)+ε∣∣f(x)∣∣
≤ ε(1+ε+3‖f‖∞

)
.

(3.7)

The second part of the statement may be proved in a similar way.

(2) Consider f ∈ E∩Lip(X,α) for some α ∈ ]0,β]; then there exist M ≥ 0

and d∈� such that

∣∣f(x)−f(y)∣∣≤Md(x,y)α ∀x,y ∈X. (3.8)

Fix ε > 0 and set δ := ε1/α. By hypothesis, there is an index i0 ∈ I such that, for

all i∈ I, i≥ i0, one has

∣∣µx,i(X)−1
∣∣≤ ε,∫

X
d(x,y)βdµx,i(y)≤ εδβ−α.

(3.9)

Now observe that, for every y ∈X, d(x,y)≥ δ, we have

∣∣f(x)−f(y)∣∣≤Md(x,y)α d(x,y)β−α
δβ−α

= M
δβ−α

d(x,y)β; (3.10)
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therefore, for i∈ I, i≥ i0, one has∣∣Li(f )(x)−f(x)∣∣
≤ ∣∣µx,i(X)−1

∣∣∣∣f(x)∣∣+∫
Bd(x,δ)

∣∣f(y)−f(x)∣∣dµx,i(y)
+
∫
X\Bd(x,δ)

∣∣f(y)−f(x)∣∣dµx,i(y)
≤ ε∣∣f(x)∣∣+Mεµx,i(X)+ M

δβ−α

∫
X\Bd(x,δ)

d(x,y)βdµx,i(y)

≤ ε(∣∣f(x)∣∣+M(1+ε)+Mε).

(3.11)

Remark 3.2. (1) Condition (3.1) is also necessary provided 1∈ E. Indeed, it

corresponds to formula (3.3) in the particular case in which f = 1.

(2) If the measures µx,i are the distributions of suitable random variables

Zx,i as in (2.14), then condition (3.2) means that

lim
i∈I

≤Zx,i = Zx (3.12)

stochastically, that is, for every d∈� and δ > 0,

lim
i∈I

≤P
{
d
(
Zx,i,Zx

)≥ δ}= 0. (3.13)

Here Zx :Ω�X denotes the random variable which takes the constant value x.

(3) Condition (3.4) implies (3.2). Indeed, by the Chebychev-Markov inequality

(see [7, Lemma 20.1]), for any d∈�, we have

µx,i
(
X \Bd(x,δ)

)= µx,i{d(x,·)≥ δ}≤ 1
δβ

∫
X
d(x,·)βdµx,i. (3.14)

(4) If X is bounded, that is, for every d∈�,

diamd(X) := sup
x,y∈X

d(x,y) <+∞, (3.15)

then conditions (3.1) and (3.2) imply condition (3.4) for every β > 0 and d∈�.

Indeed, for a given δ > 0, we have∫
X
d(x,·)βdµx,i =

∫
Bd(x,δ)

d(x,·)βdµx,i+
∫
X\Bd(x,δ)

d(x,·)βdµx,i

≤ δβµx,i(X)+diamd(X)βµx,i
(
X \Bd(x,δ)

) (3.16)

and so (3.4) follows since δ was arbitrarily chosen.

We will complete the previous results about pointwise convergence by pro-

viding some estimates of the rate of convergence.

However, these estimates (as well as the uniform ones we will present in the

next sections) are not sharp because of the generality of the context considered
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here. Better estimates can be obtained in particular settings (especially in real

intervals) by using results involving other moduli of smoothness (see, e.g., [1,

Chapter 5] and [13, 14, 15, 18]).

We will now introduce the following generalized moduli of continuity.

For every f ∈�(X,R), δ > 0, and x ∈X, we set

ωd,x(f ,δ) := sup
y∈X

d(x,y)≤δ

∣∣f(x)−f(y)∣∣∈R∪{+∞},
(3.17)

ωd(f ,δ) := sup
x,y∈X
d(x,y)≤δ

∣∣f(x)−f(y)∣∣∈R∪{+∞}.
(3.18)

Then we have the following result.

Proposition 3.3. Let x ∈X. Then

(1) if d∈�, δ > 0, β > 0, i∈ I, and f ∈ E∩�(X,R), then

∣∣Li(f )(x)−f(x)∣∣≤ωd,x(f ,δ)µx,i(X)+2‖f‖∞µx,i
(
X \Bd(x,δ)

)
+∣∣f(x)∣∣∣∣1−µx,i(X)

∣∣
≤ωd,x(f ,δ)+2

‖f‖∞
δβ

∫
X
d(x,·)βdµx,i

+∣∣f(x)∣∣∣∣1−µx,i(X)
∣∣;

(3.19)

(2) for every α > 0 and for all f ∈ E∩Lip(X,α), there are M ≥ 0 and d∈�

such that for every β≥α, δ > 0, x ∈X, and i∈ I,

∣∣Li(f )(x)−f(x)∣∣≤Mδαµx,i(X)+ M
δβ−α

∫
X
d(x,·)βdµx,i

+∣∣f(x)∣∣∣∣1−µx,i(X)
∣∣. (3.20)

In particular, for δ := (∫X d(x,·)βdµx,i)1/β (which can always be assumed to

be strictly positive),

∣∣Li(f )(x)−f(x)∣∣≤M(µx,i(X)+1
)(∫

X
d(x,·)βdµx,i

)α/β
+∣∣f(x)∣∣∣∣1−µx,i(X)

∣∣. (3.21)

Proof. It is enough to refer to the same inequalities and arguments used

in the proof of Theorem 3.1 (see also Remark 3.2(3)).

4. Uniform convergence. Before examining the uniform convergence of the

approximation process given by (2.13), we present some preliminary results

which can be proved in the same way as for metric spaces.

Lemma 4.1. The space �0(X,R) is contained in the space UCb(X,R).
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Lemma 4.2. Let K be a compact subset of X and (Ui)i∈I a family of open

subsets of X such that

K ⊂
⋃
i∈I
Ui. (4.1)

Then there are δ > 0 and d ∈ � such that, for any x ∈ K, there exists i ∈ I for

which Bd(x,δ)⊂Ui.
Making use of Lemmas 4.1 and 4.2, we deduce the following result.

Proposition 4.3. Let H be an equicontinuous subset of �b(X,R) and as-

sume that it is equibounded, that is, M := supf∈H ‖f‖∞ < +∞; then for any

u∈�(X,R), the set

uH := {uf : f ∈H} (4.2)

is uniformly equicontinuous.

In particular, if X is compact, then H itself is uniformly equicontinuous.

Proof. Set ε > 0; by Lemma 4.1, u is uniformly continuous, and therefore

there are δ1 > 0 and d1 ∈� so that

∣∣u(x)−u(y)∣∣≤ ε ∀x,y ∈X, d1(x,y)≤ δ1. (4.3)

For each x ∈ Supp(u), by the equicontinuity of H, there exist δ(x) > 0 and

dx ∈� for which

∣∣f(x)−f(y)∣∣≤ ε (
f ∈H, y ∈ Bdx

(
x,δ(x)

))
. (4.4)

Since

Supp(u)⊂
⋃

x∈Supp(u)
Bdx

(
x,δ(x)

)
, (4.5)

by virtue of Lemma 4.2, there exist δ2 > 0 and d2 ∈ � such that, for any x ∈
Supp(u), there is some z ∈ Supp(u) so that

Bd2

(
x,δ2

)⊂ Bdz(z,δ(z)). (4.6)

Now, set

δ :=min
{
δ1,δ2

}
, d := sup

{
d1,d2

}∈�, (4.7)

and consider f ∈H and x,y ∈ X such that d(x,y)≤ δ. In case both x and y
do not belong to Supp(u), then, of course,

∣∣f(x)u(x)−f(y)u(y)∣∣= 0≤ ε. (4.8)
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If Supp(u) contains one (or both) of the points x and y , say, for instance, x,

then ∣∣f(x)u(x)−f(y)u(y)∣∣
≤ ∣∣f(x)u(x)−f(x)u(y)∣∣+∣∣f(x)u(y)−f(y)u(y)∣∣
≤ ∣∣f(x)∣∣∣∣u(x)−u(y)∣∣+∣∣u(y)∣∣∣∣f(x)−f(y)∣∣
≤M∣∣u(x)−u(y)∣∣+‖u‖∞∣∣f(x)−f(y)∣∣.

(4.9)

Moreover, there is some z ∈ Supp(u) as required in (4.6). As d2(x,y)≤ d(x,y)
≤ δ≤ δ2, we have

y ∈ Bd2

(
x,δ2

)⊂ Bdz(z,δ(z)), (4.10)

and so y,x ∈ Bdz(z,δ(z)); thus, by virtue of (4.4),∣∣f(x)−f(y)∣∣≤ 2ε. (4.11)

Moreover, since d1(x,y)≤ d(x,y)≤ δ≤ δ1,∣∣u(x)−u(y)∣∣≤ ε, (4.12)

because of (4.3). This last inequality, joined with (4.11) and inserted in (4.9),

leads to the assertion.

Finally, if X is compact, by applying the previous result to u= 1, we get the

last statement.

Now we recall that the space X is said to be precompact, or totally bounded,

if for every ε > 0 and d ∈ �, there exist finitely many subsets X1, . . . ,Xn of X
such that

X =
n⋃
i=1

Xi, diamd
(
Xi
)≤ ε (4.13)

for every i= 1, . . . ,n (see, e.g., [9, page 83]).

If X is precompact, then it is bounded. Moreover, if X is compact, then it is

precompact.

We can now state the main results of this section.

Theorem 4.4. Assume that

lim
i∈I

≤µx,i(X)= 1 uniformly with respect to x ∈X, (4.14)

lim
i∈I

≤µx,i
(
X \Bd(x,δ)

)= 0 uniformly with respect to x ∈X, (4.15)

for every d∈� and δ > 0.

The following statements hold true.

(1) For every f ∈ E∩UCb(X,R), lim≤
i∈I Li(f )= f uniformly on X.
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(2) If H is an equibounded and uniformly equicontinuous subset H of E ∩
Cb(X,R), then lim≤

i∈I Li(f ) = f uniformly on X and uniformly with respect to

f ∈H.

(3) If X is bounded, then statement (2) implies (4.14) and (4.15).

(4) If X is precompact, then statement (1) implies (4.14) and (4.15).

Proof. (1) Consider f ∈ UCb(X,R) and fix ε > 0; then there are δ > 0 and

d∈� so that

∣∣f(x)−f(y)∣∣< ε ∀x,y ∈X, d(x,y)≤ δ, (4.16)

and there exists an index i0 ∈ I such that

M := sup
i≥i0

sup
x∈X

µx,i(X) <+∞, (4.17)

and for any i≥ i0,

µx,i
(
X \Bd(x,δ)

)≤ ε ∀x ∈X,∣∣µx,i(X)−1
∣∣< ε ∀x ∈X. (4.18)

Then, given x ∈X and i≥ i0, one has∣∣Li(f )(x)−f(x)∣∣
≤ ∣∣µx,i(X)−1

∣∣∣∣f(x)∣∣+∫
Bd(x,δ)

∣∣f(y)−f(x)∣∣dµx,i(y)
+
∫
X\Bd(x,δ)

∣∣f(y)−f(x)∣∣dµx,i(y)
≤ ε‖f‖∞+εµx,i(X)+2‖f‖∞µx,i

(
X \Bd(x,δ)

)
≤ ε(M+3‖f‖∞

)
.

(4.19)

With a similar reasoning, one can also show part (2).

Now assume that X is bounded and that statement (2) holds true. Clearly,

we get (4.14) by simply applying assertion (2) to H := {1}.
Moreover, according to Remark 3.2(3), to obtain (4.15), it suffices to show

that lim≤
i∈I
∫
X d(x,·)dµx,i = 0 uniformly with respect to x ∈X, for every d∈�,

that is,

lim
i∈I

≤Li
(
d(x,·))(x)= 0 uniformly with respect to x ∈X. (4.20)

This last limit relation will follow from statement (2) if we show that the set

H := {d(x,·) : x ∈X} (4.21)

is equibounded and uniformly equicontinuous.
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Clearly, H is equibounded since M := diamd(X) < +∞. On the other hand,

for every x,y,z ∈X, we get

∣∣d(x,y)−d(x,z)∣∣≤ d(y,z), (4.22)

and hence H is uniformly equicontinuous.

Finally, assume that X is precompact and that statement (1) holds true.

Clearly, (4.14) is straightforward. To obtain (4.15), we will again prove (4.20).

For given d∈� and ε > 0, choose finitely many subsets X1, . . . ,Xn of X such

that X =⋃np=1Xp and diamd(Xp)≤ ε for all p = 1, . . . ,n.

Choose a pointxp ∈Xp for any p = 1, . . . ,n. By the above reasoning, we know

that eachd(xp,·)∈ E∩UCb(X,R); and hence from statement (1), it follows that

there exist M ≥ 0 and i0 ∈ I such that, for i ≥ i0, p = 1, . . . ,n, and x ∈ X, we

have

∣∣Li(d(xp,·))(x)−d(xp,x)∣∣≤ ε, µx,i(X)≤M. (4.23)

Therefore, if i≥ i0 and x ∈X, after choosing p = 1, . . . ,n such that x ∈Xp , we

obtain

∫
X
d
(
xp,·

)
dµx,i ≤

∣∣Li(d(xp,·))(x)−d(xp,x)∣∣+d(xp,x)≤ 2ε, (4.24)

and hence

∫
X
d(x,·)dµx,i ≤

∫
X

∣∣d(x,·)−d(xp,·)∣∣dµx,i+∫
X
d
(
xp,·

)
dµx,i

≤
∫
X
d
(
xp,x

)
dµx,i+2ε ≤ (2+M)ε.

(4.25)

This completes the proof of Theorem 4.4.

When X is locally compact, we can say something about the convergence of

the net (2.13) on not necessarily uniformly continuous functions.

Theorem 4.5. Assume that X is locally compact and that properties (4.14)

and (4.15) hold true. Then

(1) for every f ∈ E ∩ Cb(X,R), lim≤
i∈I Li(f ) = f uniformly on compact

subsets of X;

(2) ifH is an equibounded and equicontinuous subsetH of E∩Cb(X,R), then

lim≤
i∈I Li(f ) = f uniformly on compact subsets of X and uniformly with

respect to f ∈H.

Proof. (1) Let f ∈ E∩�b(X,R), let K be a compact subset of X, and let

choose ε ∈ ]0,1[. By virtue of Urysohn’s theorem, there exists u ∈�(X,R) so
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that 0≤u≤ 1 and

1−ε ≤u on K. (4.26)

We remark that both u,uf ∈ UCb(X,R) (see Lemma 4.1) and thus, applying

Theorem 4.4(1), there is i0 ∈ I so that, for all i≥ i0 and x ∈X,

∣∣Li(1−u)(x)−(1−u)(x)∣∣≤ ε,∣∣Li(fu)(x)−f(x)u(x)∣∣≤ ε. (4.27)

Observe, in particular, that for any y ∈K, one has

∫
X
(1−u)dµy,i = Li(1−u)(y)≤ 2ε

(
i≥ i0

)
. (4.28)

Let x ∈K; then for any i≥ i0,

∣∣Li(f )(x)−f(x)∣∣≤ ∣∣∣∣∫
X
fdµx,i−

∫
X
fudµx,i

∣∣∣∣
+
∣∣∣∣∫
X
fudµx,i−f(x)u(x)

∣∣∣∣+∣∣f(x)u(x)−f(x)∣∣
≤ ‖f‖∞

∫
X
(1−u)dµx,i

+∣∣Li(fu)(x)−f(x)u(x)∣∣+‖f‖∞(1−u(x))
≤ (3‖f‖∞+1

)
ε.

(4.29)

(2) It suffices to follow the scheme of the proof of part (1), recalling that, by

Proposition 4.3, for any u∈�(X,R), the set uH is uniformly equicontinuous.

Remark 4.6. (1) If the µx,i are the distributions of some random variables

Zx,i, then by arguing as in Remark 3.2, one can see that condition (4.15) means

that lim≤
i∈I Zx,i = Zx stochastically uniformly with respect to x ∈X, that is, for

every d∈� and δ > 0,

lim
i∈I

≤ sup
x∈X

P
{
d
(
Zx,i,Zx

)≥ δ}= 0. (4.30)

Moreover, (4.15) holds true if there exists β > 0 such that, for every d∈�,

lim
i∈I

≤
∫
X
d(x,·)βdµx,i = 0 uniformly with respect to x ∈X. (4.31)

Conversely, if X is bounded, then (4.14) and (4.15) imply (4.31) for every β > 0

(see Remark 3.2(4)).
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(2) From the proof of Theorem 4.4 and from Chebychev-Markov inequality

(see Remark 3.2(3)), it follows that if f ∈ E∩UCb(X,R), then for every d ∈�,

δ > 0, and β > 0, one gets

sup
x∈X

∣∣Li(f )(x)−f(x)∣∣≤ ‖f‖∞ sup
x∈X

∣∣µx,i(X)−1
∣∣+ωd(f ,δ)sup

x∈X
µx,i(X)

+2‖f‖∞ sup
x∈X

µx,i
(
X \Bd(x,δ)

)
≤ ‖f‖∞ sup

x∈X

∣∣µx,i(X)−1
∣∣+ωd(f ,δ)sup

x∈X
µx,i(X)

+ 2‖f‖∞
δβ

sup
x∈X

∫
X
d(x,·)βdµx,i

(4.32)

for every i∈ I. Furthermore, there exists i0 ∈ I depending on d∈� and δ > 0

(resp., on d∈� and β > 0 provided (4.15) is replaced by (4.31)) such that, for

any i∈ I, i≥ i0, all the suprema indicated in (4.32) are finite.

Finally, Proposition 3.3(2) implies that, if f ∈ E∩Cb(X,R)∩Lip(X,α), 0<α,

then there exist M ≥ 0 and d∈� such that, for any δ > 0 and β≥α, we have

sup
x∈X

∣∣Li(f )(x)−f(x)∣∣≤ ‖f‖∞ sup
x∈X

∣∣µx,i(X)−1|+Mδα sup
x∈X

µx,i(X)

+ M
δβ−α

sup
x∈X

∫
X
d(x,·)βdµx,i

(4.33)

for every i ∈ I. Furthermore, if (4.31) holds true for some β ≥ α and d ∈ �,

then there exists i0 ∈ I depending on d and β such that for any i∈ I, i≥ i0, all

the suprema indicated in (4.33) are finite.

In particular, for i ≥ i0 and δ := (supx∈X
∫
X d(x,·)βdµx,i)1/β (which we may

always assume to be strictly positive), we get∥∥Li(f )−f∥∥∞ ≤ ‖f‖∞ sup
x∈X

∣∣µx,i(X)−1
∣∣

+M
(

sup
x∈X

µx,i(X)+1
)(

sup
x∈X

∫
X
d(x,·)βdµx,i

)α/β
.

(4.34)

5. Some Korovkin-type theorems. In this section, by using some simple

methods similar to those used in the previous sections, we will prove some

Korovkin-type theorems. Notice also that the next results concern arbitrary

nets of positive linear operators (not necessarily of the form (2.13)).

Again we fix a completely regular Hausdorff space X and a saturated family

� of pseudometrics on X which generates the topology of X.

The next result generalizes [5, Theorem 3], which was established for com-

pact metric spaces with different methods.

Theorem 5.1. Let E be a linear subspace of �(X,R) such that 1 ∈ E. Also

assume that there exist β > 0 and a family (ψd,x)x∈X, d∈� in E such that d(x,·)β
≤ψd,x for everyx ∈X andd∈�. Let (Li)≤i∈I be a net of positive linear operators

from E into �(X,R) such that
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(i) lim≤
i∈I Li(1)= 1 uniformly (resp., pointwise) on X;

(ii) for each d∈�,

lim
i∈I

≤Li
(
ψd,x

)
(x)= 0 (5.1)

uniformly with respect to x ∈X (resp., for every x ∈X).

Then

lim
i∈I

≤Li(f )= f (5.2)

uniformly on X for every f ∈ E∩UCb(X,R), respectively,

lim
i∈I

≤Li(f )= f (5.3)

pointwise on X for every f ∈ E∩�b(X,R). Moreover, if X is locally compact,

lim
i∈I

≤Li(f )= f (5.4)

uniformly on compact subsets of X, for every f ∈ E∩�b(X,R).
Finally, the limits (5.2) and (5.4) (resp., the limit (5.3)) hold uniformly with

respect to f ∈H provided H is an equibounded and uniformly equicontinuous

(resp., equicontinuous) subset of E∩�b(X,R).

Proof. Let f ∈ E∩UCb(X,R) and fix ε > 0; then there exist d∈� and δ > 0

such that

∣∣f(x)−f(y)∣∣≤ ε ∀x,y ∈X, d(x,y)≤ δ. (5.5)

On the other hand, if x,y ∈X and d(x,y)≥ δ, we have

∣∣f(x)−f(y)∣∣≤ 2‖f‖∞ ≤ 2‖f‖∞d(x,y)
β

δβ
. (5.6)

In any case, for any x,y ∈X, we get

∣∣f(x)−f(y)∣∣≤ ε+2‖f‖∞d(x,y)
β

δβ
, (5.7)

that is,

∣∣f(x)1−f∣∣≤ ε1+2
‖f‖∞
δβ

d(x,·)β ≤ ε1+2
‖f‖∞
δβ

ψd,x. (5.8)

On the other hand, there exist i0 ∈ I and M ≥ 0 such that, for each i ≥ i0 and

x ∈X, we have

∣∣Li(1)(x)∣∣≤M, Li
(
ψd,x

)
(x)≤ εδβ, ∣∣Li(1)(x)−1

∣∣≤ ε. (5.9)
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Accordingly, since

∣∣Li(f )−f(x)Li(1)∣∣≤ εLi(1)+2
‖f‖∞
δβ

Li
(
ψd,x

)
, (5.10)

we get∣∣Li(f )(x)−f(x)∣∣≤ ∣∣Li(f )(x)−f(x)Li(1)(x)∣∣
+∣∣f(x)∣∣∣∣Li(1)(x)−1

∣∣
≤ εLi(1)(x)+2

‖f‖∞
δβ

Li
(
ψd,x

)
(x)

+‖f‖∞
∣∣Li(1)(x)−1

∣∣≤ (M+3‖f‖∞
)
ε.

(5.11)

A similar proof runs provided f ∈ H, with H being equibounded and uni-

formly equicontinuous.

The proof of the other statements is similar to the one of Theorem 4.5.

Remark 5.2. (1) As the above proof shows, for f ∈ E∩Cb(X,R), i∈ I,x ∈X,

d∈�, and δ > 0, we have (see (3.18))∣∣Li(f )(x)−f(x)∣∣≤ ∣∣f(x)∣∣∣∣Li(1)(x)−1
∣∣

+ωd,x(f ,δ)Li(1)(x)+2
‖f‖∞
δβ

Li
(
ψd,x

)
(x)

(5.12)

and, if f ∈UCb(X,R),∥∥Li(f )−f∥∥∞ ≤ ‖f‖∞∥∥Li(1)−1
∥∥∞

+ωd(f ,δ)
∥∥Li(1)∥∥∞+2

‖f‖∞
δβ

sup
x∈X

Li
(
ψd,x

)
(x).

(5.13)

Moreover, if f ∈ E∩�b(X,R)∩Lip(X,α), with 0<α≤ β, then there existM ≥ 0

and d∈� such that, for every i∈ I and δ > 0, one has∥∥Li(f )−f∥∥∞ ≤ ‖f‖∞∥∥Li(1)−1
∥∥∞

+Mδα∥∥Li(1)∥∥∞+ M
δβ−α

sup
x∈X

Li
(
ψd,x

)
(x)

(5.14)

(see Remark 4.6(2)).

In particular,∥∥Li(f )−f∥∥∞ ≤ ‖f‖∞∥∥Li(1)−1
∥∥∞

+M(∥∥Li(1)∥∥∞+1
)(

sup
x∈X

Li
(
ψd,x

)
(x)

)α/β
.

(5.15)

Indeed, set δ0 := (supx∈X Li(ψd,x)(x))1/β. If δ0 = 0, then (5.15) follows from

(5.14) by letting δ→ 0; if, instead, δ0 > 0, then (5.15) is obtained applying (5.14)

to δ= δ0.



POSITIVE OPERATORS AND APPROXIMATION IN FUNCTION . . . 3859

(2) If d(x,·)β ∈ E for every x ∈ X and d ∈ � and for some β > 0, clearly,

Theorem 5.1 applies with ψd,x = d(x,·)β. Under these last assumptions, and

if, in addition, the subspace E verifies the integral representation property (P),

then Theorem 5.1 is an obvious consequence of Theorems 3.1, 4.4, and 4.5.

If, in addition, X is bounded, then, according to Remark 3.2(4), Theorem 5.1,

in turn, implies Theorems 3.1, 4.4, and 4.5.

(3) If X is a metric space, then results similar to Theorem 5.1 which involve

other particular classes of test functions can also be found in [19].

Now we will briefly discuss a simple application of Theorem 5.1.

Let X be a set and consider a subset S of �(X,R) which separates the points

of X. For everym≥ 1 and for everyϕ1, . . . ,ϕm ∈ S, consider the pseudometric

dϕ1,...,ϕm :X×X →R defined by

dϕ1,...,ϕm(x,y) := sup
1≤i≤m

∣∣ϕi(x)−ϕi(y)∣∣ (x,y ∈X). (5.16)

The family

� := {dϕ1,...,ϕm |m≥ 1, ϕ1, . . . ,ϕm ∈ S
}

(5.17)

is saturated and generates a topology �S on X with respect to which X is a

completely regular Hausdorff space. The topology �S is the coarsest topology

of X with respect to which each function ϕ ∈ S is continuous.

Thus, if (X,�) is a topological space and S ⊂�(X,R), then �S ⊂�. If (X,�)
is a compact Hausdorff space, then �S =�. If (X,�) is a locally compact Haus-

dorff space, S is a subset of continuous functions on X which are convergent

to the point at infinity ∞ of X and which separate the points of X∞, that is,

S separates the points of X, and for any x ∈ X, there exists ϕ ∈ S such that

ϕ(x)≠ limy→∞ϕ(y), then again �S =�.

Consider, indeed, the one-point compactification (X∞,�∞) ofX, whereX∞ :=
X ∪{∞} (see [17, Subsection 3.15, page 45]), and for any ϕ ∈ S, denote by

ϕ̃ :X∞ →R the function defined by

ϕ̃(x) :=
ϕ(x), x ∈X,

lim
x→∞ϕ(x), x =∞.

(5.18)

Then the subset S̃ := {ϕ̃ :ϕ ∈ S} is contained in �(X∞,R) and separates the

points of X∞, and hence �S̃ =�∞.

On the other hand, since ϕ̃|X =ϕ for every ϕ ∈ S, then (see [17, Subsection

15.8, page 221])

�S =�S̃ |X =�∞|X =�. (5.19)
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From now on, we will fix a set X and a subset S of �(X,R) which separates

the points of X. On X we will consider the topology �S generated by the family

of pseudometrics (5.17).

The spaces of all real-valued functions on X which are continuous (resp.,

bounded and continuous, bounded and uniformly continuous) with respect

to �S will be denoted by �S(X,R), �S,b(X,R) and U�S,b(X,R). The symbol

LipS(X,α) denotes the corresponding space of Hölder continuous functions

with exponent α> 0.

Theorem 5.3. Let E be a vector subspace of �(X,R) such that {1}∪S∪S2 ⊂
E, where S2 := {ϕ2 | ϕ ∈ S}. Let (Li)i∈I be a net of positive linear operators

from E into �(X,R) such that lim≤
i∈I Li(ϕ)=ϕ uniformly on X (resp., pointwise

on X) for every ϕ ∈ {1}∪S∪S2.

Then,

lim
i∈I

≤Li(f )= f (5.20)

uniformly on X for every f ∈ E∩UCS,b(X,R), respectively,

lim
i∈I

≤Li(f )= f (5.21)

pointwise on X for every f ∈ E∩�S,b(X,R). Moreover, if (X,�S) is locally com-

pact,

lim
i∈I

≤Li(f )= f (5.22)

uniformly on compact subsets of X for every f ∈ E∩�S,b(X,R).
Finally, the limits (5.20) and (5.22) (resp., the limit (5.21)) hold true uniformly

with respect to f ∈H provided H is an equibounded and uniformly equicontin-

uous (resp., equicontinuous) subset of E∩�S,b(X,R).

Proof. For every d= dϕ1,...,ϕm ∈� and for every x ∈X, set

ψd,x :=
m∑
h=1

(
ϕh(x)−ϕh

)2 ∈ E. (5.23)

Then d(x,·)2 ≤ψd,x and

lim
i∈I

≤Li
(
ψx,d

)
(x)= lim

i∈I
≤
m∑
h=1

Li
((
ϕh(x)−ϕh

)2
)
(x)= 0 (5.24)

uniformly with respect to x ∈X (resp., pointwise on X).

The result now follows from Theorem 5.1.

In order to provide some estimates of the rates of the convergence consid-

ered in Theorem 5.3, it is useful to introduce the following quantities which
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will replace the corresponding ones defined by (3.17) and (3.18), respectively,

by considering the system of pseudometrics (5.17).

Given ϕ1, . . . ,ϕm ∈ S, m≥ 1, for any f ∈�(X,R), δ > 0, and x ∈X, we set

ω̃ϕ1,...,ϕm ;x(f ,δ)

:= sup

{∣∣f(x)−f(y)∣∣ :y ∈X,
n∑
h=1

(
ϕh(x)−ϕh(y)

)2 ≤ δ2

}
,

(5.25)

ω̃ϕ1,...,ϕm(f ,δ)

:= sup

{∣∣f(x)−f(y)∣∣ : x,y ∈X,
n∑
h=1

(
ϕh(x)−ϕh(y)

)2 ≤ δ2

}
;

(5.26)

both ω̃ϕ1,...,ϕm ;x(f ,δ) and ω̃ϕ1,...,ϕm(f ,δ) belong to R∪{+∞}.
We have the following result.

Proposition 5.4. Under the same assumptions of Theorem 5.3, for every

f ∈ E∩�S,b(X,R), i∈ I, δ > 0, ϕ1, . . . ,ϕm ∈ S, m≥ 1, and x ∈X,∣∣Lif (x)−f(x)∣∣≤ ‖f‖∞∣∣Li(1)(x)−1
∣∣+ω̃ϕ1,...,ϕm ;x(f ,δ)Li(1)(x)

+ 2‖f‖∞
δ2

m∑
h=1

Li
((
ϕh(x)−ϕh

)2
)
(x).

(5.27)

If f ∈ E∩UCS,b(X,R),∥∥Li(f )−f∥∥∞ ≤ ‖f‖∞∥∥Li(1)−1
∥∥∞+ω̃ϕ1,...,ϕm(f ,δ)

∥∥Li(1)∥∥∞
+ 2‖f‖∞

δ2
sup
x∈X

m∑
h=1

Li
((
ϕh(x)−ϕh

)2
)
(x).

(5.28)

Finally, if f ∈ E ∩�S,b(X,R)∩ LipS(X,α), with 0 < α ≤ 2, then there exist

M ≥ 0 and ϕ1, . . . ,ϕm ∈ S such that for every i∈ I and δ > 0,∥∥Li(f )−f∥∥∞ ≤ ‖f‖∞∥∥Li(1)−1
∥∥∞+Mδα∥∥Li(1)∥∥∞

+ M
δ2−α sup

x∈X

m∑
h=1

Li
((
ϕh(x)−ϕh

)2
)
(x)

(5.29)

and, in particular,∥∥Li(f )−f∥∥∞ ≤ ‖f‖∞∥∥Li(1)−1
∥∥∞+M(∥∥Li(1)∥∥∞+1

)
×
(

sup
x∈X

m∑
h=1

Li
((
ϕh(x)−ϕh

)2
)
(x)

)α/2
.

(5.30)

Proof. Since for every x,y ∈X, we have

∣∣f(x)−f(y)∣∣≤ ω̃ϕ1,...,ϕm ;x(f ,δ)+ 2
∥∥f(x)∥∥∞
δ2

m∑
h=1

(
ϕh(x)−ϕh(y)

)2,

(5.31)
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we get ∣∣Li(f )−f(x)Li(1)∣∣≤ ω̃ϕ1,...,ϕm ;x(f ,δ)Li(1)

+ 2‖f‖∞
δ2

m∑
h=1

Li
((
ϕh(x)−ϕh

))
,

(5.32)

and hence (5.27) and (5.28) follow.

The estimates (5.29) and (5.30) directly come from (5.13) and (5.14).

Remark 5.5. (1) Theorem 5.3 extends and generalizes several useful

Korovkin-type theorems which have been previously established in the setting

of compact spaces (see [1, Section 4.4 and the final Notes and references]).

(2) The idea of associating a metric such as (5.16) to finitely many test func-

tions has already been used in [19] when X is a subset of some Euclidean space

(see also [23], where an abstract modulus of continuity similar to (5.26) is also

introduced in the case when X is a convex compact subset of a locally convex

space).

6. Some positive approximation processes on convex subsets. In this sec-

tion, we will present some applications of the previous results in the setting of

spaces of weakly continuous functions defined on a convex subset of a locally

convex space.

Let Y be a locally convex Hausdorff space and let Y ′ be its topological dual.

Consider a convex subset X of Y , and denote by

Y ′X := {ϕ|X :ϕ ∈ Y ′} (6.1)

the set of all the restrictions to X of the continuous linear functionals on Y .

In this case, the topology �Y ′X introduced in Section 5 coincides with the

weak topology �w onX. Thus, in the sequel, we will use the symbols �w,b(X,R)
andUCw,b(X,R) to denote the spaces of all real-bounded functions onX which

are weakly continuous and, respectively, uniformly weakly continuous.

Moreover, the symbol �+
w(X) (resp., �+

b,w(X) and �+
1,w(X)) will denote the

cone of all positive (resp., positive and bounded, probability) measures defined

on the Borel σ -algebra generated by �w on X (which is included in the natural

Borel σ -algebra of X).

We recall that the topology �w is separated as a consequence of the Hahn-

Banach theorem.

From now on, we will fix a nontrivial family (µx)x∈X in �+
1,w(X) such that,

for every x ∈X and ϕ ∈ Y ′,

ϕ|X ∈
⋂
x∈X

�1(X,µx), (6.2)∫
X
ϕ|Xdµx =ϕ(x). (6.3)
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Here the term “nontrivial” means that µx ≠ εx , with εx being the point mass

at x, for every x ∈X.

Notice that, since the measures µx are bounded, the following inclusion

holds true:

�w,b(X,R)⊂
⋂
x∈X

�1(X,µx). (6.4)

Moreover, from Hölder’s inequality and from (6.3), it also follows that

ϕ2(x)≤
∫
X
ϕ2
|Xdµx (ϕ ∈ Y ′, x ∈X). (6.5)

For every n≥ 1, consider the mapping πn :Xn→X defined by

πn
(
x1, . . . ,xn

)
:= x1+···+xn

n
(
x1, . . . ,xn ∈X

)
(6.6)

and denote by

µx,n :=πn
(
µx⊗···⊗µx

)
(x ∈X, n≥ 1) (6.7)

the image measure of the n-times tensorial product µx⊗···⊗µx under πn.

In this case, the sequence of positive linear operators associated with (6.7)

is given by

Bn(f)(x)=
∫
X
···

∫
X
f
(
x1+···+xn

n

)
dµx

(
x1
)···dµx(xn) (6.8)

for every n ≥ 1, x ∈ X, and f ∈ E := ⋂
x∈X, n≥1 �1(X,µx,n). These operators

have been extensively studied for compact convex sets (see [1, Chapter 6] for

details) and are called Bernstein-Schnabl operators.

More generally, for every n≥ 1, consider a mapping σn :X →X and set

ηx,n :=πn
( n�
h=1

µσh(x)

)
(n≥ 1, x ∈X). (6.9)

In this case, the operators associated with (6.9) are defined as

An(f)(x)=
∫
X
···

∫
X
f
(
x1+···+xn

n

)
dµσ1(x)

(
x1
)···dµσn(x)(xn) (6.10)

for every n≥ 1, x ∈X, and f ∈ E :=⋂x∈X, n≥1 �1(X,ηx,n).
Notice that if the mapping x � µx is continuous with respect to the weak

topology on X and the weak topology on �+
1,w(X)—that is, for every f ∈

�w,b(X,R), the function x�
∫
X fdµx is weakly continuous—then there Bn(f)

∈�w,b(X,R) (f ∈�w,b(X,R), n≥ 1).
If, in addition, each mapping σn is weak-to-weak continuous, then An(f)∈

�w,b(X,R) (f ∈�w,b(X,R), n≥ 1).
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Example 6.1. (1) Set X := [0,1] and consider the family (µx)0≤x≤1 defined

by

µx := (1−x)ε0+xε1 (0≤ x ≤ 1); (6.11)

then the operators defined by (6.8) are the Bernstein operators, while the se-

quence (6.10) becomes

An(f)(x)=
n∑
h=0

bh(x)f
(
h
n

)
(6.12)

for every f ∈�([0,1],R), where for h= 0,1, . . . ,n,

bh(x)

:=



n∏
i=1

(
1−σi(x)

)
, h= 0,∑

1≤i1<···<ih≤n

∏
1≤i≤n
i≠i1,...,ih

(
1−σi(x)

) ∏
i=i1,...,ih

σi(x), 1≤ h≤n−1,

n∏
i=1

σi(x), h=n.

(6.13)

Moreover, the operators in (6.12) were first introduced by King [20] by a com-

pletely different method (see also [1, Subsection 5.2.5, page 294]).

(2) Let X := [0,+∞[ and consider the family (µx)x≥0 defined by

µx :=
+∞∑
h=0

e−x
xh

h!
εh (x ≥ 0). (6.14)

In this case, we get

An(f)(x)=
∞∑
h=0

e−(σ1(x)+···+σn(x))
(
σ1(x)+···+σn(x)

)h
h!

f
(
h
n

)
(6.15)

for every n ≥ 1, x ≥ 0, and f ∈ E := ⋂
x≥0, n≥1 �1([0,+∞[,ηx,n), while the

operators Bn defined by (6.8) are the Favard-Szász-Mirakjan operators.

(3) Finally, for X :=R, set for every x ∈R,

µx := gx,1λ1; (6.16)

that is, µx denotes the measure with density gx,1 relative to the Lebesgue mea-

sure on R, where gx,1 is the normal density defined by

gx,1(t) := 1√
2π
e−(1/2)(t−x)

2
(t ∈R). (6.17)
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In this case, using some properties of the normal densities, we get

ηx,n = g(σ1(x)+···+σn(x))/n,1/n ·λ1 (x ∈R, n≥ 1), (6.18)

where

g(σ1(x)+···+σn(x))/n,1/n(t)=
√
n

2π
e−(n/2)(t−(σ1(x)+···+σn(x))/n)2 (t ∈R),

(6.19)

and hence

An(f)(x)=
√
n

2π

∫ +∞
−∞
f(t)e−(n/2)(t−(σ1(x)+···+σn(x))/n)2dt (6.20)

for every n≥ 1, x ∈R, and f ∈ E :=⋂x∈R, n≥1 �1(R,ηx,n).
In a similar way, one can show that the operators Bn defined by (6.8) are

given by

Bn(f)(x)=
√
n

2π

∫ +∞
−∞
f(t)e−(n/2)(t−x)

2
dt (6.21)

(Gauss-Weierstrass operators).

From Theorem 5.3, we may derive the following result concerning the ap-

proximation properties of the operators (6.8) and (6.10).

We will keep the same notation so far introduced.

Theorem 6.2. Assume that for every ϕ ∈ Y ′X ,

ϕ2 ∈
⋂
x∈X

�1(X,µx). (6.22)

Then the following statements hold true.

(1) For every f ∈�w,b(X,R), limn→∞Bn(f)= f pointwise on X. If, in addition,

sup
x∈X

(∫
X
ϕ2dµx−ϕ2(x)

)
<+∞ ∀ϕ ∈ Y ′X, (6.23)

then limn→∞Bn(f)= f uniformly on X for every f ∈UCw,b(X,R).
Moreover, if (X,�w) is locally compact, then limn→∞Bn(f)= f uniformly on

compact subsets of X for every f ∈�w,b(X,R).
(2) If for every x ∈X,

lim
n→+∞

1
n

n∑
i=1

σi(x)= x weakly on X, (6.24)

that is, for any x ∈X,

lim
n→+∞ϕ

(
σ1(x)+···+σn(x)

n

)
=ϕ(x) ∀ϕ ∈ Y ′X, (6.25)
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(resp., (6.24) holds uniformly with respect to x ∈X), and if

lim
n→+∞

1
n2

n∑
i=1

(∫
X
ϕ2dµσi(x)−ϕ2(σi(x)))= 0 ∀ϕ ∈ Y ′X, (6.26)

(resp., limn→+∞(1/n2)supx∈X
∑n
i=1(

∫
Xϕ2dµσi(x)−ϕ2(σi(x)))= 0), then for ev-

ery f ∈ �w,b(X,R), limn→+∞An(f) = f pointwise on X (resp., for every f ∈
UCw,b(X,R), limn→+∞An(f)= f uniformly on X).

Moreover, if (X,�w) is locally compact, then limn→∞An(f)= f uniformly on

compact subsets of X for every f ∈�w,b(X,R).

Proof. (1) First notice that for each x ∈X, n≥ 1, and ϕ ∈ Y ′X , we have

Bn(1)(x) := µx,n(X)= 1,

Bn(ϕ)(x) :=
∫
X
ϕdµx,n =ϕ(x),

Bn
(
ϕ2)(x) :=

∫
X
ϕ2dµx,n =ϕ2(x)+ 1

n

(∫
X
ϕ2dµx−ϕ2(x)

)
.

(6.27)

Hence, for any ϕ ∈ {1}∪Y ′X ∪ (Y ′X)2, Bn(ϕ) → ϕ pointwise on X, therefore

Theorem 5.3 applies.

With the same reasoning, but taking (6.23) into account, we get the uni-

form convergence on X. The last part of assertion (1) comes directly from

Theorem 5.3.

(2) We intend to apply Theorem 5.3 again to the sequence (An)n≥1.

To this aim, observe that

An(1)(x) := ηx,n(X)= 1,

An(ϕ)(x) :=
∫
X
ϕdηx,n =ϕ

(
σ1(x)+···+σn(x)

n

)
,

An
(
ϕ2)(x) :=

∫
X
ϕ2dηx,n = 1

n2

n∑
i=1

(∫
X
ϕ2dµσi(x)−ϕ2(σi(x)))

+ϕ2
(
σ1(x)+···+σn(x)

n

)
(6.28)

for every n≥ 1, x ∈X, and ϕ ∈ Y ′X .

Then, by virtue of (6.24) and (6.26), An(ϕ) → ϕ pointwise on X for any

ϕ ∈ {1}∪Y ′X∪(Y ′X)2, and therefore Theorem 5.3 applies.

The uniform case is analogous.

Remark 6.3. We examine the behavior of the sequences of operators intro-

duced in Example 6.1 on the light of Theorem 6.2.



POSITIVE OPERATORS AND APPROXIMATION IN FUNCTION . . . 3867

First notice that, in all the three cases, Y ′X = {e1}, where e1(x) := x (x ∈X).
Moreover, condition (6.24) is equivalent to

lim
n→+∞

1
n

n∑
i=1

σi(x)= x (x ∈X). (6.29)

For every x ∈X, set e2(x) := x2 = e1(x)2.
(1) First consider the family (6.11) and observe that∫

X
e2dµσn(x)−e2

(
σn(x)

)= σn(x)(1−σn(x)) (6.30)

so that (6.26) holds uniformly on [0,1].
Therefore, if (6.29) holds true uniformly on [0,1], then for every f ∈�([0,1]),

we have thatAn(f)→ f uniformly on [0,1], where the operatorsAn are defined

by (6.12). This shows, in particular, that if the functions σn are continuous, the

subalgebra generated by {1}∪{σn : n ≥ 1} is dense in �([0,1]), and the se-

quence (An(f))n≥1 represents an explicit example of a sequence of elements

of such a subalgebra which converges uniformly to f .

(2) Now consider the measures (6.14). In this case,∫
X
e2dµσn(x)−e2

(
σn(x)

)= σn(x), (6.31)

thus (6.26) becomes

lim
n→+∞

σn(x)
n2

= 0, (6.32)

which is satisfied pointwise, but in general not uniformly on [0,+∞[.
(3) Finally, take the measures (6.16) into account. Since∫

X
e2dµσn(x)−e2

(
σn(x)

)= 1, (6.33)

(6.26) is uniformly satisfied on R and (6.23) holds too.

Our next purpose is to evaluate the rates of convergence analyzed in Theo-

rem 6.2. To this aim we remark that, in this case, the moduli (5.25) and (5.26)

become

ωx
(
f ;ϕ1, . . . ,ϕm,δ

)
:= sup

{∣∣f(x)−f(y)∣∣ :y ∈X,
n∑
h=1

ϕ2
h(x−y)≤ δ2

}
,

ω
(
f ;ϕ1, . . . ,ϕm,δ

)
:= sup

{∣∣f(x)−f(y)∣∣ : x,y ∈X,
n∑
h=1

ϕ2
h(x−y)≤ δ2

}
,

(6.34)

for all f ∈�w,b(X,R), δ > 0, ϕ1, . . . ,ϕm ∈ Y ′X , m≥ 1, and x ∈X.
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These moduli of continuity have been already considered in [1, Section 5.1,

page 270] in the setting of a convex compact subset of a locally convex space.

However, they were first introduced and studied by Nishishiraho [23, 24, 25].

Proposition 6.4. Under the assumption of Theorem 6.2, the following state-

ments hold true.

(1) For any n,m ≥ 1, x ∈ X, δ > 0, and ϕ1, . . . ,ϕm ∈ Y ′X , if f ∈ �w,b(X,R),
then

∣∣Bn(f)(x)−f(x)∣∣≤ωx(f ;ϕ1, . . . ,ϕm,δ
)

+2
‖f‖∞
nδ2

m∑
h=1

(∫
X
ϕ2
hdµx−ϕ2

h(x)
)
,

(6.35)

and if f ∈UCw,b(X,R),

∥∥Bn(f)−f∥∥∞ ≤ω(f ;ϕ1, . . . ,ϕm,δ
)

+2
‖f‖∞
nδ2

sup
x∈X

m∑
h=1

(∫
X
ϕ2
hdµx−ϕ2

h(x)
)
.

(6.36)

Moreover, if f ∈�w,b(X,R)∩Lip(X,α), with 0<α≤ 2, then there existM ≥ 0

and ϕ1, . . . ,ϕm ∈ Y ′X (m≥ 1) so that for any δ > 0,

∥∥Bn(f)−f∥∥∞ ≤Mδα+Mδα−2

n
sup
x∈X

m∑
h=1

(∫
X
ϕ2
hdµx−ϕ2

h(x)
)
. (6.37)

(2) For any n,m ≥ 1, x ∈ X, δ > 0, and ϕ1, . . . ,ϕm ∈ Y ′X , if f ∈ �w,b(X,R),
then

∣∣An(f)(x)−f(x)∣∣
≤ωx

(
f ;ϕ1, . . . ,ϕm,δ

)
+2

‖f‖∞
δ2

m∑
h=1

[
ϕ2
h(x)−2ϕh(x)ϕh

(
1
n

n∑
i=1

σi(x)
)

+ϕ2
h

(
1
n

n∑
i=1

σi(x)
)

+ 1
n2

n∑
i=1

(∫
X
ϕ2
hdµσi(x)−ϕ2

h
(
σi(x)

))]
,

(6.38)
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and if f ∈UCw,b(X,R),∥∥An(f)−f∥∥∞
≤ω(f ;ϕ1, . . . ,ϕm,δ

)
+2

‖f‖∞
δ2

sup
x∈X

m∑
h=1

[
ϕ2
h(x)−2ϕh(x)ϕh

(
1
n

n∑
i=1

σi(x)
)

+ϕ2
h

(
1
n

n∑
i=1

σi(x)
)

+ 1
n2

n∑
i=1

(∫
X
ϕ2
hdµσi(x)−ϕ2

h
(
σi(x)

))]
.

(6.39)

Finally, if f ∈ �w,b(X,R)∩Lip(X,α), with 0 < α ≤ 2, then there exist M ≥ 0

and ϕ1, . . . ,ϕm ∈ Y ′X (m≥ 1) so that for any δ > 0,∥∥An(f)−f∥∥∞ ≤Mδα
+Mδα−2 sup

x∈X

m∑
h=1

[
ϕ2
h(x)−ϕh(x)ϕh

(
1
n

n∑
i=1

σi(x)
)

+ϕ2
h

(
1
n

n∑
i=1

σi(x)
)

+ 1
n2

n∑
i=1

(∫
X
ϕ2
hdµσi(x)−ϕ2

h
(
σi(x)

))]
.

(6.40)

Proof. It suffices to apply the general results obtained in Proposition 5.4 to

the operatorsAn and Bn, taking the linearity of the functionalsϕ1, . . . ,ϕm ∈ Y ′X
and formulas (6.27) and (6.28) into account.
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