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The Fresnel sine integral S (x), the Fresnel cosine integral C(x), and the associated
functions S+ (x), S_(x), C+(x), and C-(x) are defined as locally summable func-
tions on the real line. Some convolutions and neutrix convolutions of the Fresnel

sine integral and its associated functions with x’, x” are evaluated.
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1. Introduction. The Fresnel integrals occur in the diffraction theory and
they are of two kinds: the Fresnel integral S (x) with a sine in the integral and

the Fresnel integral C(x) with a cosine in the integral.
The Fresnel sine integral S(x) is defined by

2 X
S(x) = —J sinu’du
T Jo

(see [5]) and the associated functions S. (x) and S_(x) are defined by
Si(x) =H(x)S(x), S_(x) =H(-x)S(x).

The Fresnel cosine integral C(x) is defined by

2 (* >
C(x) = F,[ cosu du
0

(see [5]) and the associated functions C, (x) and C_(x) are defined by
Ci(x)=H(x)C(x), C-(x)=H(-x)C(x),

where H denotes Heaviside’s function.
We define the function L, (x) by

X
Ly(x) = J u’ sinu’du
0

(1.1)

(1.3)
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for r =0,1,2,.... In particular, we have

Lo(x) =\/§S(x),
1 1

Li(x) = §—§cosx2, (1.6)

La(x) = iﬁﬁax) -

(cosx?)x.

N | =

We define the functions sin, x, sin_ x, cos; x, and cos_ x by

sin, x = H(x)sinx, sin_ x = H(—x) sinx,

1.7
cos; x = H(x)cosx, cos_x = H(—x)cosx. (1.7)

2. Convolution products. The classical definition for the convolution prod-
uct of two functions f and g is as follows.

DEFINITION 2.1. Let f and g be functions. Then the convolution f * g is
defined by

(Fra0= [ fogix-ndt @)

for all points x for which the integral exists.
If the classical convolution f * g of two functions f and g exists, then g x f

exists and
frg=g*f. (2.2)
Further, if (f*g) and f *x g’ (or f’ * g) exist, then
(f*g) =f*g" (orf xg). (2.3)

The classical definition of the convolution can be extended to define the con-
volution f * g of two distributions f and g in 9’ with the following definition,
see [4].

DEFINITION 2.2. Let f and g be distributions in 9’. Then the convolution
f *x g is defined by the equation

(f*xg)(x),@(x)) = (f(),(gx),p(x+y))) (2.4)

for arbitrary @ in %', provided that f and g satisfy either of the following
conditions:

(a) either f or g has bounded support,

(b) the supports of f and g are bounded on the same side.
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It follows that if the convolution f * g exists by this definition, then (2.2)
and (2.3) are satisfied.

THEOREM 2.3. The convolution (sin, x?) x x’, exists and

(sin, x?) xx7 = > (t) (=1)" 'L, (x)xt (2.5)

i=0
forr=0,1,2,....
PROOF. It is obvious that (sin; x?) % x7 = 0 if x < 0. When x > 0, we have
x

(siny x?) *xx" = J sint?(x—t)"dt
0

e A ' (2.6)
=> ( ) (=1)" "Ly (x)x",
: i
i=0
thus proving (2.5). |
COROLLARY 2.4. The convolution (sin_ x2) % x" exists and
r ” )
(sin-x?)xx” = > (i>Ly_i(x)x’ (2.7)
i=0

forr=0,1,2,....

PROOF. Equation (2.7) follows on replacing x by —x in (2.5) and noting that

Ly(=x) = (=1)""' Ly (x). (2.8)
O

THEOREM 2.5. The convolution S (x) * x*. exists and

v o_ \/E = r+1 r—i+1 i
Si(x)xx = m g(:) < i )(—1) Ly_ir1(x)x} (2.9)
forr=0,1,2,....

PROOEF. It is obvious that S, (x) * x” =0 if x <0. When x > 0, we have

T X t
1/§S+(X) *x7 :J (x—t)rj sinu?dudt
0 0

1 " r+1 . ,
; (=D)L ()Xt

(2.10)

r+1 s

Thus equation (2.9) follows. ]
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COROLLARY 2.6. The convolution S_(x) * x' exists and

V2 (r+1 ;
v _ ; 1
S,(x)*x_-:ﬁ¥ajiijgg oL Goxt (2.11)
forr=0,1,2,....
PROOF. Equation (2.11) follows on replacing x by —x in (2.9). O

3. Existence of neutrix convolution product. In order to extend the con-
volution product to a larger class of distributions, the neutrix convolution
product was introduced in [1] and was later extended in [2, 3]. For the fur-
ther extension, first of all, we let T be a function in % having the following
properties:

i) T(x)=71(-x),
) 0<1(x) <1,
(iii) T(x) =1 for |x| <1/2,
(iv) T(x) =0 for |x| = 1.
The function T, is now defined for v > 0 by

1, x| <v,
Ty(xX)=3T(vWx-vt), x>v, (3.1)

T(VWx+vV*H), x < —v.

DEFINITION 3.1. Let f and g be distributions in %" and let f, = f1, for
v > 0. The neutrix convolution product f ® g is defined as the neutrix limit of
the sequence {f, x g}, provided that the limit h exists in the sense that

N-im(fy *g,®) = (h, @), (3.2)

for all @ in %, where N is the neutrix, see van der Corput [7], having domain
N’, the positive real numbers, with negligible functions finite linear sums of
the functions vA In" "' v, In" v, v* sinv?2, and v' sinv? (A £ 0, ¥ = 1,2,...) and
all functions which converge to zero in the normal sense as v tends to infinity.

Note that in this definition the convolution product f, * g is defined in
Gel'fand and Shilov’s sense, with the distribution f, having bounded support.

It was proved in [1] that if f * g exists in the classical sense or by Definition
2.1, then f ® g exists and

feg=[fx*g. (3.3)
The following theorem was also proved in [1].

THEOREM 3.2. Let f and g be distributions in%’ and suppose that the neutrix
convolution product f ® g exists. Then the neutrix convolution product f ® g’
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exists and
(feg) =feg'.
Now if we let L, = N-lim, _ L, (v) and note that
S(0) =(C(0) = %

see Olver [6], then we have the following theorem.
THEOREM 3.3. The neutrix convolution (sin, x2) x x" exists and
v r ]
(sin;x?)@x" = > ( ) (=1)" 'L, _ixt
i—o \!
forr=0,1,2,....
PROOF. We set
(sins x?),, = (sin: x?) Ty (x).

Then the convolution (sin; x2), * x" exists and

v+vTY

v
(siny x2), % x" = J sintz(x—t)rdt+J T, (t)sint?(x —t)"dt.

0 v

()

( ) (=) 'Ly—i (V)X

1

Now

v
J xi(—=t)tsint?dt
0

M~

v
J sint?(x —t)"dt =
0

Il
M- 1
=

Il
(=]

1
and it follows that

v v
N-lim | sint?(x—t)"dt = > (:) (=) Ly_ixt.
0

V— 00 N
i=0

Further, it can easily be seen that for each fixed x,

v+yTV
lim T, (1) sint?(x —t)"dt =0,
R,

and (3.6) follows from (3.9), (3.10), and (3.11).

THEOREM 3.4. The neutrix convolution S, (x) ® x" exists and
V2 i (1" +1

S+(Xﬂ ox" = ;7??Z;T;_I5i:0 i

)(—1)7i+1L7i+1xi

forr=0,1,2,....

2331

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

(3.10)

(3.11)

(3.12)
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PROOF. We put [S;(x)], = S, (x)T,(x). Then the convolution product
[S.(x)]y *x" exists and

[S+(x)], kx" —J S(t)(x— t)rdt+‘[v . T (0)S () (x—t)"dt. (3.13)

We have
v
JEJ S() (x—t)"dt
2 Jo
v t
= Jo (x—-t)" JO sinu’dudt (3.14)
v T
__ 1 : Z (Tﬁ;l)xi[(_v)r—i-*-l_(_u)r—i+l]sinu2du,
v+ 0 iz0 1

and it follows that
i v r < 7"+1 r—i+l
NAim | SO (x-0)"dt = —= =5 \/_(r+1) Z (1)L _gaxt. (3.15)

Further, it is easily seen that for each fixed x,
v+yTY

‘1/15130 Ty (1)S(t) (x-t)"dt =0, (3.16)

and (3.12) now follows immediately from (3.14), (3.15), and (3.16). O

COROLLARY 3.5. The neutrix convolution S_(x) ® x" exists and

B V2 L (r+1 i
S (x)ex" F(HD?( )( 1) Ly xt (3.17)

forr=0,1,2,....

PROOF. Equation (3.17) follows on replacing x by —x and L, by (-1)"*!L,
in (3.12). O

COROLLARY 3.6. The neutrix convolution S (x) ® x" exists and
S(x)ex" =0 (3.18)

forr=0,1,2,....

PROOF. Equation (3.18) follows from (3.12) and (3.17) on noting that S(x) =
S+ (x)+S_(x). O
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