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1. Introduction. Stochastic differential equations on real Banach spaces and

manifolds are widely used for the solutions of mathematical and physical prob-

lems and also for the construction and investigation of measures on them

[4, 17]. In particular, stochastic equations can be used for the construction

of quasi-invariant measures on topological groups. On the other hand, non-

Archimedean functional analysis has developed rapidly in recent years, as well

as its applications in mathematical physics [1, 19, 21, 22]. Wide classes of quasi-

invariant measures including analogs of Gaussian type on non-Archimedean

Banach spaces, loops, and diffeomorphisms groups were investigated in [7,

8, 9, 11, 12, 15]. Quasi-invariant measures on topological groups and their

configuration spaces can be used for the investigation of their unitary repre-

sentations (see [10, 12, 13, 15] and the references therein).

In view of this developments, non-Archimedean analogs of stochastic equa-

tions and diffusion processes need to be investigated. Some steps in this di-

rection were made in [6]. There are different variants for such activity, for

example, p-adic parameters analogous to time, but with stochastic processes

on spaces of complex-valued functions.

At the same time measures may be real, complex, or with values in a non-

Archimedean field.

This work treats the case that was not considered by other authors and that

is suitable and helpful for the investigation of stochastic processes and quasi-

invariant measures on non-Archimedean topological groups. Here are consid-

ered spaces of functions with values in Banach spaces over non-Archimedean

local fields, in particular, with values in the field Qp ofp-adic numbers. For this,

non-Archimedean analogs of stochastic processes are considered on spaces

of functions with values in the non-Archimedean infinite field with a non-

trivial valuation such that a parameter analogous to the time is p-adic (see
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Section 4.1 and Definition 4.1). Their existence is proved in Theorem 4.2. Spe-

cific antiderivation operators generalizing Schikhof antiderivation operators

on spaces of functions Cn are investigated (see Section 2). Their continuity

and differentiability properties are given in Lemmas 2.1, 2.2, and Theorem

2.12. Also operators analogous to nuclear operators are studied (see Propo-

sitions 2.7, 2.8, and 2.9). In Section 3, non-Archimedean analogs of Markov

quasimeasures are defined and Propositions 3.2 and 3.3 about their bounded-

ness and unboundedness are proved. The non-Archimedean stochastic integral

is defined in Section 4.2. Its continuity as the operator on the corresponding

spaces of functions is proved in Proposition 4.4. In Theorems 4.5, 4.7, and

Corollary 4.6, analogs of the Itô formula are proved. Spaces of analytic func-

tions lead to simpler expressions of the Itô formula analog, but the space of

analytic functions is very narrow, and though it is helpful in non-Archimedean

mathematical physics, it is insufficient for the solutions of all mathematical

and physical problems. For example, in many cases of topological groups for

non-Archimedean manifolds, spaces of analytic functions are insufficient. On

the other hand, for spaces Cn rather simple formulas are found. All results of

this paper are obtained for the first time.

2. Specific antiderivation of operators

2.1. Let X := c0(α,Kp) be a Banach space over a local field (see [23]) Kp
such that Kp ⊃ Qp , {ej : j ∈ α} denotes the standard orthonormal base in

c0(α,Kp), where α is an ordinal [5] and ej = (0, . . . ,0,1,0, . . .) with the unit on

the jth place, j ∈α [21]. The space c0(α,Kp) consists of vectors x = (xj : xj ∈
Kp,j ∈ α) such that for each ε > 0, a set {j : j ∈ α;|xj| > ε} is finite, ‖x‖ :=
supj |xj|. It is convenient to supply the set α with the ordinal structure due to

the Kuratwoski-Zorn lemma. Let F be a continuous function on Br×C0(Br ,X)⊗k

with values in C0(Br ,X):

F ∈ C0(Br ×C0(Br ,X)⊗k,C0(Br ,X)), (2.1)

where Z⊗k = Z⊗···⊗Z is the product of k copies of a normed space Z and Z⊗k

is supplied with the box (maximum norm) topology [5], Br := B(Kp,t0,r ) is a

ball in Kp containing t0 and of radius r , Banach spaces Ct(M,X) of mappings

f : M → X from a C∞-manifold M with clopen charts modelled on a Banach

space Y over Kp into X of class of smoothness Ct with 0 ≤ t < ∞ are the

same as in [10, 12, 15] with the supremum-norm of Φ̄vf , 0≤ v ≤ t, when M is

closed and bounded in the corresponding Banach space. Such mappings can

be written in the form

F
(
v,ξ1, . . . ,ξl

)= ∑
j∈α
Fj
(
v,ξ1, . . . ,ξk

)
ej, (2.2)



STOCHASTIC PROCESSES ON NON-ARCHIMEDEAN BANACH SPACES 1343

where Fj ∈ C0(Br ×C0(Br ,X)⊗k,Kp) for each j ∈α. In particular, let

F
(
v ;ξ1, . . . ,ξk

)=G(v ;ξ1, . . . ,ξl
)·(Al+1(v)ξl+1, . . . ,Ak(v)ξk

)
, (2.3)

where L(X,Y) denotes a Banach space of continuous linear operatorsA :X → Y
supplied with the operator norm ‖A‖ := sup0≠x∈X ‖Ax‖Y /‖x‖X , and L(X) :=
L(X,X), Ai(v) are continuous linear operators for each v ∈ Br such that

Ai ∈ C0(Br ,L(X)), G(v,ξ1, . . . ,ξl) ∈ Lk−l(X⊗(k−l);X) for each fixed v ∈ Br and

ξ1, . . . ,ξl ∈ C0(Br ,X), that is, F is a (k−l)-linear operator by ξl+1, . . . ,ξk, where

G =G(v,ξ1, . . . ,ξl) is the short notation of G(v,ξ1(v), . . . ,ξl(v)), Lk(X1, . . . ,Xk;
Y) denotes the Banach (normed) space of k-linear continuous operators from

X1 ⊗ ··· ⊗ Xk into Y for Banach (normed) spaces X1, . . . ,Xk,Y over K and

Lk(X⊗k;Y) := Lk(X1, . . . ,Xk;Y) for the particular case X1 = ··· =Xk =X. When

l= 0 putG =G(v). There exists the following antiderivation of operators given

by (2.3):

P̂(ξl+1,...,ξk)
[
G
(
s;ξ1, . . . ,ξl

)◦(Al+1⊗···⊗Ak
)]
(v)

:=
∞∑
n=0

G
(
vn;ξ1, . . . ,ξl

)·(Al+1
(
vn

)[
ξl+1

(
vn+1

)−ξl+1
(
vn

)]
, . . . ,

Ak
(
vn

)[
ξk
(
vn+1

)−ξk(vn)]),
(2.4)

where vn = σn(t), {σn : n = 0,1,2, . . .} is an approximation of the identity in

Br , satisfying the following conditions:

(i) σ0(t)= t0,

(ii) σm ◦σn = σn ◦σm for each m ≥ n and there exists 0< ρ < 1 such that

from

(iii) |x−y|< ρn, it follows that σn(x)= σn(y) and

(iv) |σn(x)−x|< ρn (see [19, Sections 62 and 79]).

Lemma 2.1. (1) If G ∈ C0(Br ×X⊗l,Lk−l(X⊗(k−l);X)), ξi ∈ C0(Br ,X) for each

i= 1, . . . ,k, and Al+i ∈ C0(Br ,L(X)) for each i= 1, . . . ,k−l, then P̂(ξl+1,...,ξk)[G(s;
ξ1, . . . ,ξl)◦(Al+1⊗···⊗Ak)](v) ∈ C0(Br ×C0(Br ,X)⊗l,C0(Br ,X)) as the func-

tion by v,ξ1, . . . ,ξl for each fixed ξl+1, . . . ,ξk and P̂ is of class C∞ by ξl+1, . . . ,ξk.
(2) Moreover, if G is of class of smoothness Cm by arguments ξ1, . . . ,ξl, then

P̂(ξl+1,...,ξk)G is also in class of smoothness Cm by ξ1, . . . ,ξl.

Proof. Since Br is compact, then ξi are uniformly continuous, together

with Al+i(v)[ξl+i(v)]. In addition, P̂ is the linear operator by ξl+1, . . . ,ξk. From

this and conditions (i), (ii), (iii), and (iv), the first statement follows. The last

statement follows from the linearity of P̂ by G and applying the operator of

difference quotients Φ̄m by ξ1, . . . ,ξl (see [10, 15]).

Lemma 2.2. If ξi ∈ C1(Br ,X) for each i = 1, . . . ,k and condition (1) of

Lemma 2.1 are satisfied, then

P̂(ξl+1,...,ξk)
[
G
(
s;ξ1, . . . ,ξl

)◦(Al+1⊗···⊗Ak
)]
(x)∈ C1(Br ,X) (2.5)
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as a function by the argument x ∈ Br and

∂
∂x

(
P̂(ξl+1,...,ξk)

[
G
(
s;ξ1, . . . ,ξl

)◦(Al+1⊗···⊗Ak
)]
(x)

)

=
k∑

q=l+1

P̂(ξl+1,...,ξq−1,ξq+1,...,ξk)G
(
x;ξ1, . . . ,ξl

)

·(Al+1(x)ξl+1(x), . . . ,Aq−1(x)ξq−1(x),

Aq(x)ξ′q(x),Aq+1(x)ξq+1(x), . . . ,Ak(x)ξk(x)
)

(2.6)

such that

∥∥P̂(ξl+1,...,ξk)
[
G
(
s;ξ1, . . . ,ξl

)◦(Al+1⊗···⊗Ak
)]
(x)

∥∥
C1(Br ,X)

≤ ‖G‖C0(Br×X⊗l,Lk−l(X⊗(k−l) ;X))
k∏

i=l+1

[∥∥Ai∥∥C0(Br ,L(X))
∥∥ξi∥∥C1(Br ,X)

]
.

(2.7)

Proof. Let

γ := P̂(ξl+1,...,ξk)
[
G
(
z;ξ1, . . . ,ξl

)◦(Al+1⊗···⊗Ak
)]
(x)

− P̂(ξl+1,...,ξk)
[
G
(
z;ξ1, . . . ,ξl

)◦(Al+1⊗···⊗Ak
)]
(y)

−(x−y)
k∑

q=l+1

P̂(ξl+1,...,ξq−1,ξq+1,...,ξk)

×[G(y ;ξ1, . . . ,ξl
)·(Al+1(y)ξl+1(y), . . . ,Aq−1(y)ξq−1(y),

Aq(y)ξ′q(y),Aq+1(y)ξq+1(y), . . . ,

Ak(y)ξk(y)
)]

(2.8)

and ρs+1 ≤ |x−y| < ρs , where s ∈ N. Therefore, x0 = y0, . . . ,xs = ys , xs+1 ≠
ys+1 and

γ =

 k∑
q=l+1

E
(
xs
)(
vl+1, . . . ,vq−1,hq,zq+1, . . . ,zk

)
+E(xs)(hl+1,hl+2,zl+3, . . . ,zk

)+E(xs)(hl+1,vl+2,hl+3,zl+4, . . . ,zk
)

+···+E(xs)(vl+1, . . . ,vk−2,hk−1,hk
)+···+E(xs)(hl+1, . . . ,hk

)

+
∞∑

j=s+1

{
E
(
xj
)((
ξl+1

(
xj+1

)−ξl+1
(
xj
))
, . . . ,

(
ξk
(
xj+1

)−ξk(xj)))

−E(yj)((ξl+1
(
yj+1

)−ξl+1
(
yj
))
, . . . ,

(
ξk
(
yj+1

)−ξk(yj)))}

−(x−y)
k∑

q=l+1

P̂(ξl+1,...,ξq−1,ξq+1,...,ξk)E(y)

×(ξl+1(y), . . . ,ξq−1(y),ξ′q(y),ξq+1(y), . . . ,ξk(y)
)
,

(2.9)
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where vj = ξj(xs+1)− ξj(xs), hj = ξj(xs+1)− ξj(ys+1), and zj = ξj(ys+1)−
ξj(ys) for j = l+1, . . . ,k and

E := E(x) :=G(x;ξ1, . . . ,ξl
)·(Al+1(x)⊗···⊗Ak(x)

)
,

E(x)
(
ξl+1, . . . ,ξk

)
:=G(x;ξ1, . . . ,ξl

)·(Al+1(x)ξl+1, . . . ,Ak(x)ξk
) (2.10)

in accordance with Formula (2.3). On the other hand,

∥∥ξi(yj+1
)−ξi(yj)−(yj+1−yj

)
ξi(y)

∥∥
= ∥∥(yj+1−yj

)[(
Φ̄1ξi

)(
yj ;1;yj+1−yj

)−ξi(y)]∥∥
≤ ∣∣yj+1−yj

∣∣∥∥ξi∥∥C1(Br ,X)

(2.11)

and

E(x)·(al+1+bl+1, . . . ,ak+bk
)−E(y)·(al+1, . . . ,ak

)
= E(x)·(al+1+bl+1, . . . ,ak+bk

)−E(x)(al+1, . . . ,ak
)

+[E(x)−E(y)]·(al+1, . . . ,ak
)

= E(x)·(bl+1,al+2, . . . ,ak
)+···+E(x)·(al+1, . . . ,ak−1,bk

)
+E(x)·(bl+1,bl+2,al+3, . . . ,ak

)+···+E(x)·(al+1, . . . ,ak−2,bk−1,bk
)

+···+E(x)·(bl+1, . . . ,bk
)+[E(x)−E(y)]·(al+1, . . . ,ak

)
(2.12)

for each al+1, . . . ,ak,bl+1, . . . ,bk ∈ C0(Br ,X), hence

∥∥∥∥∥∥

 k∑
q=l+1

E
(
xs
)(
vl+1, . . . ,vq−1,hq,zq+1, . . . ,zk

)

−(x−y)
k∑

q=l+1

P̂(ξl+1,...,ξq−1,ξq+1,...,ξk)E(y)

×(ξl+1(y), . . . ,ξq−1(y),ξ′q(y),

ξq+1(y), . . . ,ξk(y)
)∥∥∥∥∥∥

≤ ‖E‖C0ρs
k∏

q=l+1

∥∥ξq∥∥C1α(s),

∥∥E(xj)((ξl+1
(
xj+1

)−ξl+1
(
xj
))
, . . . ,

(
ξk
(
xj+1

)−ξk(xj)))
−E(yj)((ξl+1

(
yj+1

)−ξl+1
(
yj
))
, . . . ,

(
ξk
(
yj+1

)−ξk(yj)))∥∥
≤ ‖E‖C0ρs

k∏
q=l+1

∥∥ξq∥∥C1α(s)

(2.13)
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for each j ≥ s+1, where lims→∞α(s) = 0. Consequently, lim|x−y|→0γ = 0 and

Φ̄1(P̂(ξl+1,...,ξk)E)(x) ∈ C0(Br ,X), where Φ1η(x;h;ζ) = {η(x + ζh)− η(x)}/ζ
for 0≠ ζ ∈K, h∈H, η∈ C1(U,Y), U is open in X, X and Y are Banach spaces

over K, and Φ̄1η is a continuous extension of Φ1η on U ×V ×B(K,0,1) for a

neighborhood V of 0 in X (see [10, Section 2.3] or [15, Section I.2.3]). Then,

(
P̂(ξl+1,...,ξk)E

)
(x)=

∞∑
n=0

(
xn+1−xn

)k−lG(xn;ξ1, . . . ,ξl
)

·(Al+1
(
xn

)(
Φ̄1ξl+1

)(
xn;1;xn+1−xn

)
, . . . ,

Ak
(
xn

)(
Φ̄1ξk

)(
xn;1;xn+1−xn

))
.

(2.14)

Let η := (P̂wE)(x) − (P̂wE)(y), then η = E(xs)(w(xs+1) − w(ys+1)) +∑∞
n=s+1{E(xn)(w(xn+1)−w(xn))−E(yn)(w(yn+1)−w(yn))}. Consequently,

‖η‖ ≤ ‖E‖C0(Br×X⊗l,Lk−l(X⊗(k−l) ;X))(
∏k
i=l+1‖ξi‖C1 |x−y|) since E are polylinear

mappings by ξl+1(z), . . . ,ξk(z) ∈ X, |xs+1−ys+1| ≤ |x−y| and |xn+1−xn| ≤
|x−y| and |yn+1−yn| ≤ |x−y| for each n > s, where ρs+1 ≤ |x−y| < ρs ,
w = (ξl+1, . . . ,ξk).

Note 2.3. In particular, when X =K, l= 0, k= 1, A1 = 1, and ξ(x)= x, this

gives the usual formula, d[P̂sG(s)](x)/dx =G(x).
2.2. Suppose that X and Y are Banach spaces over a (complete relative-

to-its-uniformity) local field K. Let X and Y be isomorphic with the Banach

spaces c0(α,K) and c0(β,K) and there are given the standard orthonormal

bases {ej : j ∈ α} in X and {qj : j ∈ β} in Y , respectively, then each E ∈
L(X,Y) has its matrix realisation Ej,k := q∗k Eej , where α and β are ordinals,

q∗k ∈ Y∗ is a continuous K-linear functional q∗k : Y → K corresponding to qk
under the natural embedding Y ↩ Y∗ associated with the chosen basis, and

Y∗ is a topologically conjugated or dual space of K-linear functionals on Y .

2.3. Let A be a commutative Banach algebra and A+ denote the Gelfand

space of A, that is, A+ = Sp(A), where Sp(A) in another words spectrum of A
was defined in [21, Chapter 6]. Let C∞(A+,K) be the same space as in [16, 21].

Definition 2.4. A commutative Banach algebra A is called a C-algebra if

it is isomorphic with C∞(X,K) for a locally compact Hausdorff totally discon-

nected topological space X, where f+g and fg are defined pointwise for each

f ,g ∈ C∞(X,K).
Remark 2.5. Fix a Banach space H over a non-Archimedean complete field

F as the above L(H) denotes the Banach algebra of all bounded F-linear op-

erators on H. If b ∈ L(H), we write shortly Sp(b) instead of SpL(H)(b) :=
cl(Sp(spanF{bn :n= 1,2,3, . . .})) (see also [21]).

It was proved in [20], in the case of F with the discrete valuation group, that

each continuous F-linear operator A : E → H with ‖A‖ ≤ 1 from one Banach
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space E into another H has the form

A=U
∞∑
n=0

πnPn,A, (2.15)

where Pn := Pn,A, {Pn :n≥ 0} is a family of projections and PnPm = 0 for each

n ≠m, ‖Pn‖ ≤ 1 and P2
n = Pn for each n, U is a partially isometric operator,

that is, U|cl(
∑
n Pn(E)) is isometric, U|E�cl(

∑
n Pn(E)) = 0, ker(U)⊃ ker(A), Im(U)=

cl(Im(A)), π ∈ F, |π|< 1 and π is the generator of the valuation group of F.

We restrict our attention to the case of the local field F; consequently, F has

the discrete valuation group. If ‖A‖> 1, we get

A= λAU
∞∑
n=0

πnPn,A, (2.16)

where λA ∈ F and |λA| = ‖A‖. In view of [16], this is the particular case of the

spectral integration on the discrete topological space X. Evidently, for each

1≤ r <∞ there exists J ∈ L(H) for which

{ ∑
n≥0

srndimFPn,J(H)
}1/r

<∞ (2.17)

for 1≤ r <∞, where J has the spectral decomposition given by formula (2.16),

sn := |λJ||π|n‖Pn‖. Using this result, it is possible to give the following defini-

tion.

Definition 2.6. Let E and H be two normed F-linear spaces, where F is

an infinite spherically complete field with a nontrivial non-Archimedean valu-

ation. The F-linear operator A∈ L(E,H) is called of class Lq(E,H) if there exist

an ∈ E∗ and yn ∈H for each n∈N such that

( ∞∑
n=1

∥∥an∥∥qE∗∥∥yn∥∥qH
)
<∞, (2.18)

and A has the form

Ax =
∞∑
n=1

an(x)yn (2.19)

for each x ∈ E, where 0< q <∞. For each such A, we put

νq(A)= inf

{ ∞∑
n=1

∥∥an‖qE∗∥∥yn∥∥qH
}1/q

, (2.20)
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where the infimum is taken by all such representations (2.19) of A,

ν∞(A) := ‖A‖ (2.21)

and L∞(E,H) := L(E,H).
Proposition 2.7. The F-linear space Lq(E,H) is the normed F-linear space

with the norm νq, when 1≤ q; it is the metric space when 0< q < 1.

Proof. LetA∈ Lq(E,H) and 1≤ q <∞ since the case q =∞ follows from its

definition. Then, A has the representation (2.16). Then due to the ultrametric

inequality,

‖Ax‖H ≤ ‖x‖E sup
n∈N

(∥∥an∥∥E∗∥∥yn∥∥H)≤ ‖x‖E
( ∞∑
n=1

∥∥an∥∥qE∗∥∥yn∥∥qH
)1/q

, (2.22)

supx≠0‖Ax‖H/‖x‖E =: ‖A‖ ≤ νq(A).
Let now A,S ∈ Lq(E,H), then there exist 0< δ<∞ and two representations

Ax =∑∞
n=1an(x)yn and Sx =∑∞

m=1bm(x)zm, for which

( ∞∑
n=1

∥∥an∥∥qE∗∥∥yn∥∥qH
)1/q

≤ νq(A)+δ,
( ∞∑
n=1

∥∥bn∥∥qE∗∥∥zn∥∥qH
)1/q

≤ νq(S)+δ,
(2.23)

hence

(A+S)x =
∞∑
n=1

(
an(x)yn+bn(x)zn

)
,

νq(A+S)≤
( ∞∑
n=1

∥∥an∥∥q∥∥yn∥∥q
)1/q

+
( ∞∑
n=1

∥∥bn∥∥q∥∥zn∥∥q
)1/q

≤ νq(A)+νq(S)+2δ

(2.24)

due to the Hölder inequality. The case 0 < q < 1 is analogous to the classical

one given in [18].

Proposition 2.8. If J ∈ Lq(H) and S ∈ Lr (H) are commuting operators,

the field F is with the discrete valuation group, and 1/q+1/r = 1/v , then JS ∈
Lv(H), where 1≤ q,r ,v ≤∞.

Proof. Since F is with the discrete valuation, then J and S have the de-

compositions (2.16). Certainly, each projector Pn,J and Pm,S belongs to L1(H)
and have the decomposition (2.19). The F-linear span of

⋃
n,m range(Pn,JPm,S)

is dense in H. In particular, for each x ∈ range(Pn,JPm,S), we have JkSlx =
λkJλ

l
Sπnk+mlPn,JPm,Sx. Applying Remark 2.5 to the commuting operators
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Jk and Sl for each k,l ∈ N and using the base of H, we get projectors Pn,J
and Pm,S which commute for each n and m; consequently,

JS =UJUSλJλS
∑

n≥0,m≥0

πn+mPn,JPm,S , (2.25)

hence UJS = UJUS , λJS = λJλS , Pl,JS =
∑
n+m=l Pn,JPm,S . In view of the Hölder

inequality, νv(JS)= inf(
∑∞
n=0 s

v
n,JS dimFPn,JS(H))1/v ≤ νq(J)νr (S).

Proposition 2.9. If E is the normed space and H is the Banach space over

the field F (complete relative to its uniformity), then Lr (E,H) is the Banach space

such that if J,S ∈ Lr (E,H), then

‖J+S‖r ≤ ‖J‖r +‖S‖r ; ‖bJ‖r = |b|‖J‖r for each b ∈K; (2.26)

‖J‖r = 0 if and only if J = 0, where 1≤ r ≤∞, ‖∗‖q := νq(∗).
Proof. In view of Proposition 2.7, it remains to prove that Lr (E,H) is com-

plete when H is complete. Let {Tα} be a Cauchy net in Lr (E,H), then there

exists T ∈ L(E,H) such that limαTαx = Tx for each x ∈ E since Lr (E,H) ⊂
L(E,H) and L(E,H) is complete. We demonstrate that T ∈ Lr (E,H) and Tα
converges to T relative to νr for 1 ≤ r < ∞. Let αk be a monotone subse-

quence in {α} such that νrr (Tα −Tβ) < 2−k−2 for each α,β ≥ αk, where k ∈
N. Since Tαk+1 −Tαk ∈ Lr (E,H), then (Tαk+1 −Tαk)x =

∑∞
n=1an,k(x)yn,k with∑∞

n=1‖an,k‖r‖yn,k‖r < 2−k−2. Therefore,

(
Tαk+p −Tαk

)
x =

k+p−1∑
h=k

∞∑
n=1

an,h(x)yn,h (2.27)

for each p ∈ N, consequently, using convergence while p tends to ∞, we get

(T −Tαk)x =
∑∞
h=k

∑∞
n=1an,h(x)yn,h. Then

νrr
(
T −Tαk

)≤ ∞∑
h=k

∞∑
n=1

∥∥an,h∥∥r∥∥yn,h∥∥r ≤ 2−k−1, (2.28)

hence T −Tαk ∈ Lr (E,H) and inevitably T ∈ Lr (E,H). Moreover, νr (T −Tα) ≤
νr (T −Tαk)+νr (Tαk−Tα)≤ 2−(k−1)/r2 for each α≥αk.

Proposition 2.10. Let E, H, and G be normed spaces over spherically com-

plete F. If T ∈ L(E,H) and S ∈ Lr (H,G), then ST ∈ Lr (E,G) and νr (ST) ≤
νr (S)‖T‖. If T ∈ Lr (E,H) and S ∈ L(H,G), then ST ∈ Lr (E,G) and νr (ST) ≤
‖S‖νr (T).

Proof. For each δ > 0, there are bn ∈ H∗ and zn ∈ G such that Sy =∑∞
n=1bn(y)zn for each y ∈ H and

∑∞
n=1‖bn‖r‖zn‖r ≤ νrr (S)+δ. Therefore,

STx =∑∞
n=1T∗bn(x)zn for eachx ∈ E, hence νr (ST)≤

∑∞
n=1‖T∗bn‖r‖zn‖r ≤

‖T‖[νrr (S) + δ] since ‖T∗bn(x)‖ = |bn(Tx)| ≤ ‖bn‖‖Tx‖ ≤ ‖bn‖‖T‖‖x‖,
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where T∗ ∈ L(H∗,E∗) is the adjoint operator such that b(Tx) =: (T∗b)(x)
for each b ∈ H∗ and x ∈ E. The operator T∗ exists due to the Hahn-Banach

theorem for normed spaces over the spherically complete field F [21].

Proposition 2.11. If T ∈ Lr (E,H), then T∗ ∈ Lr (H∗,E∗) and νr (T∗) ≤
νr (T), where E and H are over the spherically complete field F.

Proof. For each δ > 0, there are an ∈ E∗ and yn ∈ H such that Tx =∑∞
n=1an(x)yn for each x ∈ E and

∑∞
n=1‖an‖r‖yn‖r ≤ νrr (T) + δ. Since

(T∗b)(x) = b(Tx) = ∑∞
n=1an(x)b(yn) for each b ∈ H∗ and x ∈ E, then

T∗b =∑∞
n=1y∗n (b)an, where y∗n (b) := b(yn), that is correct due to the Hahn-

Banach theorem for E and H over the spherically complete field F [21]. There-

fore, νrr (T∗) ≤
∑∞
n=1‖yn‖r‖an‖r ≤ νrr (T)+δ since ‖y∗‖H∗ = ‖y‖H for each

y ∈H.

2.4. For a space Lk(H1, . . . ,Hk;H) of k-linear mappings of H1⊗···⊗Hk into

H, we have its embedding into L(E,H), where E is a normed spaceH1⊗···⊗Hk
in its maximum norm topology for normed spaces H1, . . . ,Hk,H over F (see

Section 2.1, Definition 2.6, and Proposition 2.7). Therefore, we can define the

following normed space Lk,r (H1, . . . ,Hk;H) := Lk(H1, . . . ,Hk;H)∩ Lr (E;H), in

particular, Lk,∞(H1, . . . ,Hk;H) := Lk(H1, . . . ,Hk;H)with the norm νr (J)=: ‖J‖r ,
where 1≤ r ≤∞. Certainly, Lk,r ⊂ Lk,q for each 1≤ r < q ≤∞.

Suppose that (Ω,�,λ) is a probability space (with a nonnegative measure

λ), where � is a σ -algebra of subsets of Ω. We define a K-linear Banach space

Lq(Ω,�,λ;Lk,r (H1, . . . ,Hk;H)) and Lq(Ω,�,λ;Lk(H1, . . . ,Hk;H)) as a comple-

tion of a family of mappings
∑n
j=1AjChWj with Aj ∈ Lk,r (H1, . . . ,Hk;H) or

Aj ∈ Lk(H1, . . . ,Hk;H), respectively, and Wj ∈� and n ∈N, where ChW is the

characteristic function of a subsetW . That is, as consisting of those mappings

Ω � ν �A(ν)∈ Lk,r (H1, . . . ,Hk;H) for which ‖A(ν)‖r is λ-measurable and

‖A‖Lq :=
{∫

Ω

∥∥A(ν)∥∥qrλ(dν)
}1/q

<∞, 1≤ q <∞;

‖A‖L∞ := ess-sup
λ

∥∥A(ν)∥∥r .
(2.29)

2.5. We consider a C∞-manifold X with an atlas At(X) = {(Uj,φj) : j ∈
ΛX}, where

⋃
j Uj = X, φj(Uj) are open in c0(α,K) and Uj are open in X,

φj : Uj → φj(Uj) are homeomorphisms, φi ◦φ−1
j ∈ C∞ for each Ui∩Uj ≠ ∅

and ‖φi◦φ−1
j ‖Cm <∞ for eachm∈N,φj(Uj) are bounded in c0(α,K) for each

j ∈ΛX , ΛX is a set, Cnb (X,H) is a completion of a set of all functions f :X →H
such that f ◦φ−1

j ∈ Cn(φj(Uj),H) for each j ∈ ΛX , and supj ‖f ◦φ−1
j ‖Cn =:

‖f‖Cn(X,H) <∞, where H is a Banach space over K. Then, Cn(X,H) is the set of

all functions f : X → H such that for each x ∈ X there exists a neighborhood

x ∈U ⊂X for which f |U ∈ Cnb (U,H).
By Ls(Ω,�,λ;Cn(X,H)), we denote a completion of a space of simple func-

tions
∑n
j=1ξj(x)ChWj (ν) with ξj(x) ∈ Cn(X,H), Wj ∈ � and n ∈ N, relative
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to the norm

‖ξ‖Ls :=
{∫

Ω

∥∥ξ(x,ν)∥∥sCn(X,H)λ(dν)
}1/s

<∞, (2.30)

for each 1≤ s <∞, or

‖ξ‖L∞ := ess-sup
λ

∥∥ξ(x,ν)∥∥Cn(X,H) <∞, (2.31)

whereX is theC∞ Banach manifold on c0(α,K) and ‖ξ(x,ν)‖Cn(X,H) is attached

to ξ as a function by x ∈X with parameter ν ∈Ω such that ‖ξ(x,ν)‖Cn(X,H) is

a measurable function by ν .

Theorem 2.12. Let

G ∈ Lr (Ω,�,λ;C0(BR×Lq(Ω,�,λ;C0(BR,H))⊗l,Lk−l(H⊗(k−l);H))),
ξ1, . . . ,ξk ∈ Lq

(
Ω,�,λ;C0(BR,H)),Al+i ∈ C0(BR,L(H)), (2.32)

for each i= 1, . . . ,k−l (see Section 2.1), where BR = B(K,0,R),G =G(x;ξ1, . . . ,ξl;
ν), ξi = ξi(x,ν) with x ∈ BR , ν ∈ Ω, 1/r +(k− l)/q = 1/s with 1 ≤ r ,q,s ≤∞.

Then, (P̂(ξl+1,...,ξk)G◦(Al+1⊗···⊗Ak))∈ Ls(Ω,�,λ;C0(BR,H)).

Proof. In Lq(Ω,�,λ;C0(BR×V,W)), the family of step functions f(t,x,ω)
=∑n

j=1ChUj (ω)fj(t,x) is dense, where fj ∈ C0(BR×V,W), ChU is the char-

acteristic function of U ∈ �, n ∈ N, V and W are Banach spaces over K,

t ∈ BR, x ∈ V , ω ∈ Ω, since λ(Ω) = 1 and λ is nonnegative [2, 3]. Each matrix

element Fh,b(x,ν) is in Lr (Ω,�,λ;C0(BR,K)) and ξj ∈ Lq(Ω,�,λ;C0(BR,K)),
where F(x,ν) :=G(x;a1, . . . ,al;ν)·(Al+1al+1(x), . . . ,Akak(x)), h∈H∗, b ∈H,

Fh,b := h(Fb), ai ∈ C0(BR,H) for each i = 1, . . . ,k. Since ‖ξj(x,ν)‖C0(X,H) ∈
Lq(λ), ‖Fa,b(x,ν)‖Cn(X,H) ∈ Lr (λ), then F(x,ν) · w(x,ν) ∈ Ls(Ω,�,λ;

C0(BR,H)), where w = (ξ1, . . . ,ξk). The operator P̂wF is linear by w and F ,

hence it is defined on simple functions. In view of Lemma 2.1,

∥∥P̂wF(x,ν)∥∥H ≤ ∥∥F(x,ν)∥∥C0(BR×H⊗l,Lk−l(H⊗(k−l) ;H))

×
k∏

i=l+1

[∥∥Ai∥∥C0(BR,L(H))
∥∥ξi(x,ν)∥∥C0(BR,H)

] (2.33)

for λ-a.e. ν ∈Ω, hence ‖(P̂wF)(x,ν)‖Ls ≤ ‖G‖Lr
∏k
i=l+1[‖Ai‖C0‖ξi‖Lq].

Corollary 2.13. If in Theorem 2.12 ξi ∈ Lq(Ω,�,λ;C1(BR,H)) for each

i= 1, . . . ,k, then (P̂wF)∈ Ls(Ω,�,λ;C1(BR,H)) and
∥∥(P̂wG·(Al+1⊗···⊗Ak

))∥∥
Ls(λ;C1(BR,H))

≤ ‖G‖Lr (λ;C0(BR×H⊗l,Lk−l(H⊗(k−l) ;H)))

×
k∏

i=l+1

[∥∥Ai∥∥C0(BR,L(H))
∥∥ξi∥∥Lq(λ;C1(BR,H))

]
.

(2.34)
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Proof. In view of Lemma 2.2 and Theorem 2.12,

∥∥(P̂wF)(x,ν)∥∥C1(BR,H) ≤
∥∥G(x;ξ1, . . . ,ξl;ν

)∥∥
C0(BR×H⊗l,Lk−l(H⊗(k−l),H))

×
k∏

i=l+1

[∥∥Ai∥∥C0(BR,L(H))
∥∥ξi(x,ν)∥∥C1(BR,H)

] (2.35)

for λ-almost each ν ∈Ω. From this formula (2.34) follows.

3. Markov quasimeasures for a non-Archimedean Banach space

Remark 3.1. Let H = c0(α,K) be a Banach space over a local field K. Let ��

be a cylindrical algebra generated by projections on finite-dimensional over

K subspaces F in H and Borel σ -algebras Bf(F). Denote by � the minimal σ -

algebraσ(��) generated by ��. Each vectorx ∈H is considered as continuous

linear functional onH by the formula x(y)=∑
j xjyj for each y ∈H, so there

is the natural embedding H ↩H∗ = l∞(α,K), where x =∑
j xjej , xj ∈K.

3.1. Notes and definitions. Let T = B(K, t0,r ) and Xt = X be a locally K-

convex space for each t ∈ T . Let (X̃T ,�̃) :=∏
t∈T (Xt,�t) be a product of mea-

surable spaces, where �t is a σ -algebra of subsets of Xt , �̃ is the σ -algebra of

cylindrical subsets of X̃T generated by projections π̃q : X̃t →Xq, Xq :=∏
t∈q Xt ,

and q ⊂ T is a finite subset of T (see [4, Section I.1.3]). A function P(t1,x1, t2,A)
with values in C for each t1 ≠ t2 ∈ T , x1 ∈ Xt1 , A ∈ �t2 is called a transition

measure if it satisfies the following conditions:

(i) the set function

νx1,t1,t2,(A) := P(t1,x1, t2,A
)

(3.1)

is a σ -additive measure on (Xt2 ,�t2);
(ii) the function

αt1,t2,A
(
x1
)

:= P(t1,x1, t2,A
)

(3.2)

of the variable x1 is �t1 -measurable;

(iii)

P
(
t1,x1, t2,A

)=
∫
Xs
P
(
t1,x1,s,dy

)
P
(
s,y,t2,A

)
for each t1 ≠ t2 ∈ T . (3.3)

A transition measure P(t1,x1, t2,A) is called normalised if

P
(
t1,x1, t2,Xt2

)= 1, for each t1 ≠ t2 ∈ T . (3.4)
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For each set q = (t0, t1, . . . , tn+1) of pairwise distinct points in T , there is a

measure in Xs :=∏
t∈s Xt defined by the formula

µqx0(E)=
∫
E

n+1∏
k=1

P
(
tk−1,xk−1, tk,dxk

)
, E ∈�s :=

∏
t∈s

�t , (3.5)

where s = q \{t0}, variables x1, . . . ,xn+1 are such that (x1, . . . ,xn+1) ∈ E, and

x0 ∈Xt0 is fixed.

Let E = E1×Xtj ×E2, where E1 ∈
∏j−1
i=1 �ti and E2 ∈

∏n+1
i=j+1 �ti , then

µqx0(E)=
∫
E1×E2


 j−1∏
k=1

P
(
tk−1,xk−1, tk,dxk

)

×

∫

Xtj
P
(
tj−1,xj−1, tj ,dxj

) n+1∏
k=j+1

P
(
tk−1,xk−1, tk,dxk

)
= µrx0

(
E1×E2

)
,

(3.6)

where r = q\{tj}. From (3.6), it follows that

[
µqx0

]πqv = µvx0
, (3.7)

for each v < q (i.e., v ⊂ q), where πqv : Xs → Xw is the natural projection,

s = q \ {t0}, w = v \ {t0}. Therefore, due to conditions (3.4), (3.5), and (3.7),

{µqx0 ;πqv ;ΥT } is the consistent family of measures, which induce the quasimea-

sure µ̃x0 on (X̃T ,�̃) such that µ̃x0(π−1
q (E)) = µqx0(E) for each E ∈ �s , where

ΥT is the family of all finite subsets q in T such that t0 ∈ q ⊂ T , v ≤ q ∈ ΥT ,

πq : ŨT →Xs is the natural projection, s = q\{t0}.
The quasimeasures given by (3.1), (3.2), (3.3), (3.4), (3.5), and (3.7) are called

Markov quasimeasures.

Proposition 3.2. If a normalized transition measure P satisfies the condi-

tion

C := sup
q

[ n∑
k=1

ln
(

sup
x

∥∥νx,tk−1,tk

∥∥)]<∞, (3.8)

where q = (t0, t1, . . . , tn) with pairwise distinct points t0, . . . , tn ∈ T and n ∈ N,

then the Markov quasimeasure µ̃x0 is bounded.

Proposition 3.3. If

Cx := sup
q

[ n∑
k=1

ln
∥∥νx,tk−1,tk

∥∥]=∞, (3.9)

for each x, where q = (t0, t1, . . . , tn) with pairwise distinct points t0, . . . , tn ∈ T
and n∈N, then the Markov quasimeasure µ̃x0 has the unbounded variation on

each nonvoid set E ∈�s .
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Proof. (1) If E ∈ �̃, then E ∈ �s for some set q = (t0, t1, . . . , tn) with pair-

wise distinct points t0, . . . , tn ∈ T and n ∈ N and s = q \ {t0}; consequently,

|µqx0(E)| ≤
∏n
k=1 supx ‖νx,tk−1,tk‖ ≤ exp(C) since tk ∈ T for each k= 0,1, . . . ,n.

(2) For each (t1, t2,x), there exists a compact set δ(t1, t2,x)∈�t2 such that

P(t1,x1, t2,δ(t1, t2,x)) > 1+ ε(t1, t2,x1,x), where ε(t1, t2,x) > 0. In view of

condition (3.9), for each R > 0 and x we choose q such that
∑n
k=1 ε(tk,tk+1,

x1,x) > R. For chosen u≠u1 ∈ T and x ∈Xu, we represent the set δ(u,u1,x)
as a finite union of disjoint subsets γj1 such that for each γj1 and u2 ≠ u1

there is a set δj1 satisfying P(u1,x1,u2,δj1) ≥ 1+ ε(u1,u2,x1,x) for each

x ∈ γj1 . Then by induction δj1,...,jn =
⋃mn+1
jn+1=1γj1,...,jn+1 so that for un+2 ≠

un+1 ∈ T there is a set δj1,...,jn+1 for which P(un+1,xn+1,un+2,δj1,...,jn+1) ≥
1+ε(un+1,un+2,xn+1,x) for each x ∈ γj1,...,jn+1 . Put Γu,x0

j1,...,jn = {x : x(u) = x0,
x(u1) ∈ γj1 , . . . , x(un) ∈ δj1,...,jn , x(un+1) ∈ γj1,...,jn}, and Γu,x0 :=⋃
j1,...,jn Γ

u,x0
j1,...,jn . Then,

µ̃x0

(
Γu,x0

)= ∑
j1,...,jn

∫
δj1 ,...,jn

∫
γj1 ,...,jn

···
∫
γj1

n+1∏
k=1

P
(
uk−1,xk−1,uk,dxk

)

≥
n∏
k=1

[
1+ε(uk−1,uk,xk−1,xk

)]
>R.

(3.10)

3.2. Evidently condition (3.8) of Proposition 3.2 is satisfied for the nonneg-

ative normalized transition measure.

3.3. Let Xt = X for each t ∈ T , X̃t0,x0 := {x ∈ X̃T : x(t0) = x0}. We define a

projection operator π̄q : x� xq, where xq is defined on q = (t0, . . . , tn+1) such

that xq(t) = x(t) for each t ∈ q, that is, xq = x|q. For every F : X̃T → C, there

corresponds (SqF)(x) := F(xq)= Fq(y0, . . . ,yn), where yj = x(tj). Fq :Xq → C.

We put � := {F | F : X̃T → C, SqF are �q-measurable}. If F ∈�, τ = t0 ∈ q, then

there exists an integral

Jq(F)=
∫
Xq

(
SqF

)(
x0, . . . ,xn

)n+1∏
k=1

P
(
tk−1,xk−1, tk,dxk

)
. (3.11)

Definition 3.4. A function F is called integrable with respect to the Markov

quasimeasure µx0 if the limit

lim
q
Jq(F)=: J(F) (3.12)

along the generalized net by finite subsets q of T exists. This limit is called a

“functional integral” with respect to the Markov quasimeasure

J(F)=
∫
X̃t0 ,x0

F(x)µx0(dx). (3.13)
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Remark 3.5. Consider a complex-valued measure P(t,A) on (X,�) for each

t ∈ T := B(K,0,R) such that A−x ∈� for each A∈� and x ∈X, where A∈�,

X is a locally K-convex space, and � is a σ -algebra of X. Suppose that P is a

spatially homogeneous transition measure (see also Section 3.1), that is,

P
(
t1,x1, t2,A

)= P(t2−t1,A−x1
)
, (3.14)

for each A ∈ �, t1 ≠ t2 ∈ T , and every x1 ∈ X, where P(t,A) satisfies the

condition

P
(
t1+t2,A

)=
∫
X
P
(
t1,dy

)
P
(
t2,A−y

)
. (3.15)

The transition measure P(t1,x1, t2,A) is called homogeneous. In particular, for

T = Zp we have

P(t+1,A)=
∫
X
P(t,dy)P(1,A−y). (3.16)

If P(t,A) is a continuous function by t ∈ T for each fixed A ∈ �, then (3.16)

defines P(t,A) for each t ∈ T , when P(1,A) is given since Z is dense in Zp .

3.4. Notes and definitions. LetX be a locally K-convex space and P satisfies

conditions (3.1), (3.2), and (3.3). For x and z ∈Qn
p , we denote by (z,x) the sum∑n

j=1xjzj , where x = (xj : j = 1, . . . ,n), xj ∈Qp . We consider a character of X,

χγ :X → C given by

χγ(x)= εz−1{(e,γ(x))}p , (3.17)

for each {(e,γ(x))}p ≠ 0, χγ(x) := 1 for {(e,γ(x))}p = 0, where ε= 1z is a root

of unity, z = pord({(e,γ(x))}p), γ ∈ X∗, X∗ denotes the topologically conjugated

space of continuous K-linear functionals on X, and the field K as the Qp-linear

space is n-dimensional, that is, dimQp K =n, K as the Banach space over Qp is

isomorphic with Qn
p , e= (1, . . . ,1)∈Qn

p (see [8, 9, 15, 22]). Then,

φ
(
t1,x1, t2,y

)
:=

∫
X
χy(x)P

(
t1,x1, t2,dx

)
(3.18)

is the characteristic functional of the transition measure P(t1,x1, t2,dx) for

each t1 ≠ t2 ∈ T = B(K, t0,R) and each x1 ∈ X. In the particular case of P
satisfying conditions (3.14) and (3.15) with t0 = 0, its characteristic functional

is such that

φ
(
t1,x1, t2,y

)=ψ(t2−t1,y)χy(x1
)
, (3.19)
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where

ψ(t,y) :=
∫
X
χy(x)P(t,dx), ψ

(
t1+t2,y

)=ψ(t1,y)ψ(t2,y), (3.20)

for each t1 ≠ t2 ∈ T and y ∈X∗, x1 ∈X.

4. Non-Archimedean stochastic processes

4.1. Remark and definition. Let (Ω,�,λ) be a probability space. Pointsω∈
Ω are called “elementary events” and values λ(S) probabilities of events S ∈�.

A measurable map ξ : (Ω,�)→ (X,�) is called a random variable with values in

X, where � is the σ -algebra of a locally K-convex spaceX. The random variable

ξ induces a normalized measure νξ(A) := λ(ξ−1(A)) inX and a new probability

space (X,�,νξ). We take X = C0(T ,H) (see Section 2.1) and the σ -algebra �

which is the subalgebra of the Borel σ -algebra Bf(X) ofX, whereH is a Banach

space over K, T = B(K, t0,R) =: BR , 0 < R <∞, K is the local field. A random

variable ξ : ω � ξ(t,ω) with values in (X,�) is called a (non-Archimedean)

stochastic process on T with values in H.

Events S1, . . . ,Sn are called independent in total if P(
∏n
k=1Sk)=

∏n
k=1P(Sk).

Then σ -subalgebras �k ⊂ � are said to be independent if all collections of

events Sk ∈ �k are independent in total, where k = 1, . . . ,n, n ∈ N. To each

collection of random variables ξγ on (Ω,�) with γ ∈ Υ is related the minimal

σ -algebra �Υ ⊂� with respect to which all ξγ are measurable, where Υ is a set.

The collections {ξγ : γ ∈ Υj} are called independent if so are �Υj , where Υj ⊂ Υ
for each j = 1, . . . ,n, n∈N.

Besides X = C0(T ,H), it is possible to consider the product locally K-convex

spaces X =HT .

Definition 4.1. Define a (non-Archimedean) stochastic process w(t,ω)
with values in H as a stochastic process such that

(i) the differences w(t4,ω)−w(t3,ω) and w(t2,ω)−w(t1,ω) are inde-

pendent for each chosen (t1, t2) and (t3, t4) with t1 ≠ t2, t3 ≠ t4, either

t1 or t2 is not in the two-element set {t3, t4}, where ω∈Ω;

(ii) the random variable w(t,ω)−w(u,ω) has a distribution µFt,u , where

µ is a probability measure on C0(T ,H), µg(A) := µ(g−1(A)) for g ∈
C0(T ,H)∗, and each A∈�, a continuous linear functional Ft,u is given

by the formula Ft,u(w) := w(t,ω)−w(u,ω) for each w ∈ Lq(Ω,�,λ;

C0
0 (T ,H)), where 1≤ q ≤∞, C0

0 (T ,H) := {f : f ∈ C0(T ,H),f (t0)= 0} is

the closed subspace of C0
0 (T ,H);

(iii) we also putw(0,ω)= 0, that is, we consider a Banach subspace Lq(Ω,�,
λ;C0

0 (T ,H)) of Lq(Ω,�,λ;C0(T ,H)), where Ω ≠∅.

This definition is justified by the following theorem.

Theorem 4.2. There exists a family of pairwise inequivalent (non-Archime-

dean) stochastic processes on C0
0 (T ,H) of the cardinality �, where � := card(R).
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Proof. Since H is over the local field, then H has a projection π0 on its

Banach subspaceH0 of separable type over K (see its definition in [21]), that is,

H0 is isomorphic with c0(α,K) with countable α. Therefore, a σ -additive mea-

sure µ0 on (H0,Bf (H0)) induces a σ -additive measure µ on (H,π−1
0 [Bf(H0)]),

where π−1
0 [Bf(H0)] := {π−1

0 (A) : A ∈ Bf(H0)}. Therefore, it is sufficient to

consider the case of H of separable type over K.

If w is the real-valued nonnegative Haar measure on K with w(B(K,0,1))=
1, then it does not have any atoms since it is defined on Bf(K), each singleton

{x} is the Borel subset and w(y +A) = w(A) for each A ∈ Bf(K). Indeed,

if w had some atom E, then it would be a singleton since K is the complete

separable metric space, and for each disjointw-measurable subsets A and S in

E, either w(A)=w(E) > 0 with w(S)= 0, or w(S)=w(E) > 0 with w(A)= 0.

But
∑
y∈Kw(y+{x})=∞whenw({x}) > 0 for a singleton {x} (see [2, Chapter

VII]). Therefore, each measureµj(dxj)= fj(xj)w(dxj) on K does not have any

atom sincew does not have any atom, where fj ∈ L1(K,Bf (K),w,R) (i.e., fj is

w-measurable and ‖fj‖L1 := ∫
K |fj(x) |w(dx) <∞) and µj(K)= 1. Hence, each

measure µ on C0
0 (T ,H) does not have any atom when µ(dx)=⊗∞

j=1µj(dxj),
where C0

0 (T ,H) is isomorphic with c0(ω0,K), x ∈ C0
0 (T ,H), x = (xj : j ∈ω0),

xj ∈K, x =∑
j xjej , ej is the standard orthonormal base in c0(ω0,K), andω0

is the first countable ordinal, since K is the local field (see [8, 9, 21]).

Consider an operator J ∈ L1(c0) in the Banach space c0 := c0(ω0,K) such

that Jei = viei with vi �= 0 for each i and a measure ν(dx) := f(x)w(dx),
where f : K→ [0,1] is a function belonging to the space L1(K,w,R) such that

lim|x|→∞f(x) = 0 and ν(K) = 1, ν(S) > 0 for each open subset S in K, for ex-

ample, when f(x) > 0w-almost everywhere. In view of the Prohorov theorem,

there exists the following σ -additive product measure.

Consider the product of measures (i) µ(dx) :=∏∞
i=1νi(dxi) on theσ -algebra

of Borel subsets of c0 since the Borel σ -algebras defined for the weak topol-

ogy of c0 and for the norm topology of c0 coincide, where νi(dxi) := f(xi/
vi)ν(dxi/vi) (see [2, 3, 8, 9]).

Let Z be a compact subset without isolated points in a local field K, for

example, Z = B(K, t0,1). Then the Banach space C0(Z,K) has the Amice poly-

nomial orthonormal base Qm(x), where x ∈ Z ,m∈No := {0,1,2, . . .} [1]. Each

f ∈ C0 has a decomposition f(x)=∑
mam(f)Qm(x) such that limm→∞am =

0, where am ∈ K. These decompositions establish the isometric isomorphism

θ : C0(T ,K)→ c0(ω0,K) such that ‖f‖C0 =maxm |am(f)| = ‖θ(f)‖c0 .

IfH = c0(ω0,K), then the Banach space C0(T ,H) is isomorphic with the ten-

sor product C0(T ,K)⊗H (see [21, Section 4.R]). If Ji ∈ L1(Yi) is nondegenerate

for each i= 1,2, that is, ker(Ji)= {0}, then J := J1⊗J2 ∈ L1(Y1⊗Y2) is nonde-

generate (see also [21, Theorem 4.33]). If ui are roots of basic polynomialsQm
as in [1], then Qm(ui) = 0 for each m > i. The set {ui : i} is dense in T . Put

Y1 = C0(T ,K) and Y2 =H and J := J1⊗J2 ∈ L1(Y1⊗Y2), where J1Qm :=αmQm
such thatαm ≠ 0 for eachm and

∑
i |αi|<∞. Take J2 to be also nondegenerate.
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Then J induces a product measure µ on C0(T ,H) such that µ = µ1⊗µ2, where

µi are measures on Yi induced by Ji due to formulas (3.17) and (3.18). Analo-

gously, considering the following Banach subspace C0
0 (T ,H) := {f ∈ C0(T ,H) :

f(t0)= 0} and operators J := J1⊗J2 ∈ L1(C0
0 (T ,K)⊗H), we get the measures

µ on it also, where t0 ∈ T is a marked point.

For each finite number of points (t1, . . . , tn)⊂ T and (z1, . . . ,zn)⊂H, there ex-

ists a closed subset C0(T ,H;(t1, . . . , tn);(z1, . . . ,zn)) := {f ∈ C0(T ,H) : f(ti) =
zi; i= 1, . . . ,n} such that C0(T ,H;(t1, . . . , tn);(z1, . . . ,zn))= (z1, . . . ,zn)+C0(T ,
H;(t1, . . . , tn);(0, . . . ,0)), where C0(T ,H;(t1, . . . , tn);(0, . . . ,0)) is the Banach sub-

space of finite codimension n in C0(T ,H). Therefore,

We get that (ii) σ -algebras F−1
t2,t1(Bf(H)) and F−1

t4,t3(Bf(H)) are independent

subalgebras in the Borel σ -algebra Bf(C0
0 (T ,H)) when (t1, t2) and (t3, t4) sat-

isfy Definition 4.1(i).

Put P(t1,x1, t2,A) := µ({f : f(t1)= x1, f (t2)∈A}) for each t1 ≠ t2 ∈ T , x1 ∈
H and A∈ Bf(H). In view of (iii), we get that P satisfies conditions (3.1), (3.2),

(3.3), and (3.4). By the construction above (and Proposition 3.2 also), the Markov

quasimeasure µ̃x0 induced by µ is bounded since µ is bounded, where x0 = 0

forC0
0 (T ,H). LetΩ be a set of elementary eventsω := {f : f ∈ C0

0 (T ,H), f (ti)=
xi, i ∈ Λω}, where Λω is a countable subset of N, xi ∈ H, (ti : i ∈ Λω) is a

subset of T of pairwise distinct points. There exists the algebra �̃ of cylindrical

subsets of C0
0 (T ,H) induced by projections πs : C0

0 (T ,H) → Hs , where Hs :=∏
t∈s Ht , s = (t1, . . . , tn) are finite subsets of T , Ht = H for each t ∈ T . In view

of the Kolmogorov theorem [4, 8, 9, 14], µ̃x0 on ((C0
0 (T ,H),τw),�̃) induces

the probability measure λ on (Ω,Bf (Ω)), where τw is the weak topology in

C0
0 (T ,H).
Therefore, using the product of measures, we get examples of such measures

µ for which stochastic processes exist (see also [8, Theorem 3.23, Lemmas 2.3,

2.5, 2.8 and Section 3.30]). Hence, to each such measure on C0
0 (T ,H), there

corresponds the stochastic process. Considering all operators J := J1⊗ J2 ∈
L1(Y1⊗Y2) and the corresponding measures as above, we get �ℵ0 =� inequiv-

alent measures by the Kakutani theorem II.4.1 [4] for each chosen f .

4.2. We consider stochastic processes E ∈ Lr (Ω,�,λ;C0(T ,Lv(H))) such

that E = E(t,ω), where 1 ≤ v ≤ ∞, 1 ≤ r ≤ ∞, t ∈ T = B(K, t0,R) and ω ∈ Ω
(see Section 2.5 and Definition 4.1).

Definition 4.3. For Lr (Ω,�,λ;C0(T ,Lv(H))), the non-Archimedean sto-

chastic integral is defined by the equation

�(E)(t,ω) := (
P̂wE

)
(t,ω)=

∞∑
j=0

E
(
tj,ω

)[
w
(
tj+1,ω

)−w(
tj,ω

)]
, (4.1)

where w =w(t,ω), tj = σj(t) (see Section 2.1).
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Proposition 4.4. The non-Archimedean stochastic integral is the continu-

ous K-bilinear operator from Lr (Ω,�,λ;C0(T ,Lv(H)))⊗ Lq(Ω,�,λ;C0
0 (T ,H))

into Ls(Ω,�,λ;C0(T ,H)), where 1/q+1/r = 1/s and 1≤ r ,q,s ≤∞.

Proof. It follows from Theorem 2.12, since (P̂aw+byE)= (aP̂wE)+(bP̂yE)
and (P̂w(aE+bV))= (aP̂wE)+b(P̂wV) for each a,b ∈K, each w,y ∈ Lq(Ω,�,
λ;C0

0 (T ,H)) and each E,V ∈ Lr (Ω,�,λ;C0(T ,Lv(H))).

4.3. Consider a function f from T ×H into Y = c0(β,K) satisfying the fol-

lowing conditions:

(a) f ∈ C1(T ×H,Y),
(b) (Φ̄nf)(t,x;h1, . . . ,hn;ζ1, . . . ,ζn)∈ C0(T×Hn+1×Kn,Y ) for eachn≤m,

(c) (Φ̄nf)(t,x;h1, . . . ,hn;ζ1, . . . ,ζn)= 0 for n=m+1,

(d) f(t,x)− f(0,x) = (P̂tg)(t,x) with g ∈ C0(T ×H,Y), where 2 ≤m ∈
N, f = f(t,x), t ∈ T , x ∈ H; h1, . . . ,hn ∈ H, ζ1, . . . ,ζn ∈ K; P̂u is the

antiderivation operator onC0(T ,Y), (P̂tg)(t,x) is defined for each fixed

x ∈ H by t ∈ T such that (P̂tg)(t,x) = P̂ug(u,x)|u=t with u ∈ T (see

Section 2.1 and also about difference quotients (Φ̄nf) and spaces of

functions of smoothness class Cn in [10, 15]).

Suppose that a ∈ Ls(Ω,�,λ;C0(T ,H)), w ∈ Lq(Ω,�,λ;C0
0 (T ,H)) and E ∈

Lr (Ω,�,λ;C0(T ,L(H))), where 1/r + 1/q = 1/s, 1 ≤ r ,q,s ≤ ∞, a = a(t,ω),
E = E(t,ω), t ∈ T , ω∈Ω. A stochastic process of the type

ξ(t,ω)= ξ0(ω)+
(
P̂ua

)
(u,ω)

∣∣
u=t+

(
P̂w(u,ω)E

)
(u,ω)

∣∣
u=t (4.2)

is said to have a stochastic differential

dξ(t,ω)= a(t,ω)dt+E(t,ω)dw(t,ω), (4.3)

since (P̂tg)′(t) = g(t) for each g ∈ C0(T ,H), where ξ0 ∈ Ls(Ω,�,λ;H), t0, t ∈
T ,w(t0,ω)= 0. In view of Lemma 2.2, Theorem 2.12, and Proposition 4.4, ξ ∈
Ls(Ω,�,λ;C0(T ,H)).

Let P̂ub,wh denote the antiderivation operator P̂(ξ1,...,ξb+h) given by formula

(2.4), where ξ1 =u,. . . ,ξb =u, ξb+1 =w,. . . ,ξb+h =w. Henceforth, the notation

P̃na,Ewf
(
u,ξ(u,ω)

)

:=
n∑
k=1

(k!)−1
k∑
l=0

(
k
l

)(
P̂uk−l,w(u,ω)l

[(
∂kf
∂xk

)(
u,ξ(u,ω)

)◦(a⊗(k−l)⊗E⊗l)])

(4.4)

is used for such operator when it exists (see the conditions 4.3 (a–d) above and

(4.9), (4.13) below), where n∈N or n=∞.
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Theorem 4.5. Let conditions (a), (b), (c), (d), (4.2), and (4.3) be satisfied, then

f
(
t,ξ(t,ω)

)= f (t0,ξ0
)+ P̂uf ′t (u,ξ(u,ω))∣∣u=t+ P̃ma,Ewf (u,ξ(u,ω))∣∣u=t .

(4.5)

Proof. Let {uk : k = 0,1, . . . ,n} be a finite |π|l net in T , that is, for each

t ∈ T there exists k such that |uk − t| ≤ |π|l, where n = n(k) ∈ N, π ∈ K,

p−1 ≤ |π| < 1, and |π| is the generator of the valuation group of K since the

ball T is compact. We choose t = un and t0 = u0. Denote by η(t) a stochastic

process f(t,ξ(t,ω)). Then by the Taylor formula (see [19, Theorem 29.4] and

[8, Theorem A.5]), we have

f
(
t,ξ(t)

)−f (u,ξ(u))
= f ′t

(
u,ξ(u)

)
(t−u)+f ′x

(
u,ξ(u)

)·(∆ξ)+ 1
2
f ′′t,t

(
u,ξ(u)

)
(t−u)2

+f ′′t,x
(
u,ξ(u)

)·((t−u),∆ξ)+ 1
2
f ′′x,x

(
u,ξ(u)

)·(∆ξ,∆ξ)
+{(Φ̄2f

)(
u,ξ(u);(t−u),(t−u);1,1)− 1

2
f ′′t,t

(
u,ξ(u)

)
(t−u)2}

+{(Φ̄2f
)(
u,ξ(u);(t−u),∆ξ;1,1

)
+(Φ̄2f

)(
u,ξ(u);∆ξ,(t−u);1,1)−f ′′t,x(u,ξ(u))·(t−u,∆ξ)}

+{(Φ̄2f
)(
u,ξ(u);∆ξ,∆ξ;1,1

)− 1
2
f ′′x,x

(
u,ξ(u)

)·(∆ξ,∆ξ)},

(4.6)

where ∆ξ = ξ(t)−ξ(u). For a brevity, we denote ξ(t) = ξ(t,ω) and w(t) :=
w(t,ω) for a chosen ω. If tn = σn(t) for each n= 0,1,2, . . ., then by formulas

(4.2) and (2.4),

ξ
(
tn+1,ω)−ξ

(
tn,ω

)= a(tn,ω)(
tn+1−tn

)+E(tn,ω)(
w
(
tn+1,ω

)−w(
tn,ω

))
,

(4.7)

where {σn :n= 0,1,2, . . .} is the approximation of the identity in T .

From condition (d), it follows that (∂f(t,x)/∂t) = g(t,x) = (P̂tg)′t and

P̂t(f ′t)(t,x)= f(t,x)−f(0,x), which also leads to the disappearance of terms

∂m+bf (t,x)/∂tb∂xm from formula (4.5) for each b andm such that 1≤ b and

2≤m+b. Now we approximate f(t,x) by functions of the form
∑
j φj(t)ψj(x),

so the problem reduces to the consideration of the functions f(x) which

are independent of t. Due to conditions (4.2) and (4.3), it is possible to put

ξ(t,ω)= ξ0(ω)+a(ω)(t−t0)+E(ω)[w(t)−w(t0)]. By the Taylor formula,

f(x)= f (x0
)+ m∑

n=1

(n!)−1f (n)
(
x0
)·(x−x0

)⊗n, (4.8)

for each x,x0 ∈ H since Φ̄m+1f = 0. Let tk = σk(t) for each k = 0,1,2, . . .,
then η(t)−η(t0)=

∑∞
j=0{f(ξj+1)−f(ξj)}, where ξj := ξ(tj) since limj→∞ξj =

ξ. Then each term f(ξj+1)−f(ξj) can be expressed by formula (4.8) due to
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condition (b). On the other hand, (ξj+1−ξj)= a(ω)(tj+1−tj)+E(ω)[w(tj+1)−
w(tj)] as the particular case of formula (4.7). From formulas (2.4), (4.6), (4.7)

and (4.8) and Theorem 2.12, we get the statement of this theorem.

Corollary 4.6. If conditions (a), (d), (4.2) and (4.3) are satisfied, (b) is ac-

complished for each n∈N and

lim
n→∞

∥∥(Φ̄nxf )(t,x;h1, . . . ,hn;ζ1, . . . ,ζn
)∥∥
C0(T×(B(H,0,R1))n+1×B(Kn+1,0,R1),Y)

= 0 for each 0<R1 <∞,
(4.9)

then

f
(
t,ξ(t,ω)

)= f (t0,ξ0
)+ P̂uf ′t (u,ξ(u,ω))∣∣u=t+(P̃∞a,Ewf(u,x))∣∣u=t . (4.10)

Proof. From the proof of Theorem 4.5, we get a function f(x) for which

f(x)= f (x0
)+ ∞∑

n=1

(n!)−1f (n)(x)·(x−x0
)⊗n

(4.11)

due to condition (4.9). In view of Theorem 2.12,

lim
m→∞

∥∥∥∥∥(m!)−1
m∑
l=0

(
m
l

)

×(P̂um−l,w(u,ω)l[(∂mf/∂xm)(u,ξ(u,ω))

◦(a⊗(m−l)⊗E⊗l)])|u=t
∥∥∥∥∥
Ls(Ω,�,λ;C0(T ,Y))

= 0.

(4.12)

Approximating f(x) by the Taylor formula up to terms Φ̄mf by finite sums

and taking the limit while m tends to the infinity, we deduce formula (4.10)

from formula (4.5), since for each chosen ω ∈ Ω, the functions a(t,ω) and

w(t,ω) are bounded on the compact ball T .

Theorem 4.7. Let f(u,x)∈ C∞(T ×H,Y) and

lim
n→∞ max

0≤l≤n
∥∥(Φ̄nf )(t,x;h1, . . . ,hn;

ζ1, . . . ,ζn
)∥∥
C0(T×B(K,0,r )l×B(H,0,1)n−l×B(K,0,R1)n−l,Y ) = 0

(4.13)

for each 0 < R1 < ∞, where hj = e1 and ζj ∈ B(K,0,r ) for variables corre-

sponding to t ∈ T = B(K, t0,r ) and hj ∈ B(H,0,1), ζj ∈ B(K,0,R1) for variables
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corresponding to x ∈H, then

f
(
t,ξ(t,ω)

)

= f (t0,ξ0
)+ ∑

m+b≥1,0≤m∈Z,0≤b∈Z

(
(m+b)!)−1

m∑
l=0

(
m+b
m

)(
m
l

)

×(P̂ub+m−l,w(u,ω)l[(∂(m+b)f/∂ub∂xm)(u,ξ(u,ω))
◦(I⊗b⊗a⊗(m−l)⊗E⊗l)])∣∣u=t .

(4.14)

Proof. In view of the Taylor formula, we have (see [8, 9, 19])

f(t,x)= f (t0,x0
)

+
k∑

m+b=1

(
(m+b)!)−1

(
m+b
m

)(
∂(m+b)f/∂ub∂xm

)(
t0,x0

)(
t−t0

)b
·(x−x0

)⊗m
+

∑
m+b=k+1

(
k+1

m

)[(
Φ̄k+1f

)(
t0,x0;

(
t−t0

)⊗b,(x−x0
)⊗m

;1⊗(k+1)
)

−((k+1)!
)−1(∂(k+1)f /∂ub∂xm

)(
t0,x0

)(
t−t0

)b
·(x−x0

)⊗m],
(4.15)

for each k ∈ N. In view of condition (4.13) and formulas (4.4), (2.4), and (4.7)

we get formula (4.14) (see the proof of Theorem 4.5).
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