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A discrete three-point boundary value problem Δ2xk−1 + λ fk(xk)= 0, k = 1,2, . . . ,n, x0 =
0, axl = xn+1, is considered, where 1≤ l ≤ n is a fixed integer, a is a real constant number,
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value problem of differential equations.
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1. Introduction

It is of interest to note here that the three-point or multipoint boundary value problems
in the continuous case have been studied in great detail in the recent papers [1–11] since
the early 1980s. In numerical integration of differential equations, it is taken by granted
that their difference approximations retain the same existence and uniqueness property
of solutions. However, in the case of boundary value problems, a number of examples
can be cited where this assumption fails. This has led a number of recent investigations
providing necessary and/or sufficient conditions for the existence and uniqueness of the
solutions of discrete boundary value problems (see [12–18]). Then, how do we consider
the three-point or multipoint boundary value problems of difference equations?

Recently, in [19] we have considered the existence of positive solutions for the nonlin-
ear discrete three-point boundary value problem

Δ2xk−1 + f
(
xk
)= 0, k = 1,2, . . . ,n,

x0 = 0, αxl = xn+1,
(1.1)
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where n∈{2,3, . . .}, l∈[1,n]={1,2, . . . ,n}, α is a positive number, and f ∈C(R+,R+). For
(1.1), the existence of one or two positive solutions was established when f is superliner
or sublinear.

In fact, system (1.1) can be regarded as a discrete reality model. A horizontal string
of negligible mass is stretched between the points x = 0 and x = n+ 1, and concentrated
forces with magnitudes f (x1), f (x2), . . . , f (xn) and downward directions are applied at
the points x = 1,2, . . . ,n, respectively. Suppose an end of the string is fixed, and another
end of the string has some relation with the points 1,2, . . . ,n− 1, or n. For example, we
can suppose that xn+1 = axl for some l ∈ [1,n]. By the Hooker law, we can obtain the
discrete three-point boundary value problem (1.1).

In this paper, we will consider a more general nonlinear discrete three-point boundary
problem of the form

Δ2xk−1 + λ fk
(
xk
)= 0, k = 1,2, . . . ,n, (1.2)

x0 = 0, axl = xn+1, (1.3)

where λ is a positive parameter, a is a real constant number, n is a positive integer, fk ∈
C(R+,R+) for k ∈ [1,n], and Δ denotes the forward difference operator defined by Δxk =
xk+1− xk and Δ2xk−1 = xk+1− 2xk + xk−1.

By a solution x of (1.2)-(1.3), we mean a nontrivial x : [0,n+ 1]→ R satisfying (1.2)
with the boundary value condition (1.3). A solution {xk}n+1

k=0 of (1.2)-(1.3) is called to be
positive if xk > 0 for k ∈ [1,n]. If, for a particular λ the boundary value problem (1.2)-
(1.3) has a positive solution x, then λ is called an eigenvalue and x a corresponding eigen-
function of (1.2)-(1.3). We let

Γ= {λ > 0 | (1.2)-(1.3) has a positive solution
}

(1.4)

be the set of eigenvalues of (1.2)-(1.3). Further, we introduce the notations

fk0 = lim
u→0+

fk(u)
u

, fk∞ = lim
u→∞

fk(u)
u

for k ∈ [1,n]. (1.5)

The following is the plan of this paper. It is well known that Green’s functions are
important for the boundary value problems. Thus, in the next section we will give the
Green function of (1.2)-(1.3) by considering the inversive matrix of corresponding vector
matrix equation. The properties of the Green function are also considered in this section.
In this paper, we will be concerned with several eigenvalue characterizations of (1.2)-
(1.3). Such problems have been extensively studied for discrete or continuous two-point
boundary value problems. In Section 3, we will consider the eigenvalue characterizations
of existence of one positive solution. The existence of triple solutions will be established in
Section 4. In Section 5, we will give some remarks which explain some difference between
differential equation and difference equation for the corresponding problem.
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2. Inverse matrix and Green’s function

For the boundary value problems, Green’s functions and its properties are important. To
this end, we let x = col(x1,x2, . . . ,xn) and

F(x)= col
(
f1
(
x1
)
, f2
(
x2
)
, . . . , fn

(
xn
))

, (2.1)

then system (1.2)-(1.3) can be rewritten by the matrix form Ax = λF(x), where A =
(ai j)n×n, aii = 2 (i = 1,2, . . . ,n), aj, j+1 = aj+1, j = −1 ( j = 1,2, . . . ,n− 1), anl = −a, and
other entries are zero.

When |a| < (n+ 1)/l, we can get that A−1 exists. In fact, let B = (bi j)n×n (where bii = 2
(i = 1,2, . . . ,n), bj, j+1 = bj+1, j = −1 ( j = 1,2, . . . ,n− 1), and other entries are zero) and
H = (hi j)n×n (where hnl =−a and other entries are zero), we have A= B+H and

A−1 = (B+H)−1 = (B(E+B−1H
))−1 = (E+B−1H

)−1
B−1. (2.2)

Note that B−1 = (gi j)n×n, where

gi j =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

j(n+ 1− i)
n+ 1

, 1≤ j ≤ i≤ n,

i(n+ 1− j)
n+ 1

, 1≤ i≤ j ≤ n.
(2.3)

Thus, we have

B−1H = −a
n+ 1

D, (2.4)

where D = (di j)n×n, dil = i for i = 1,2, . . . ,n and other entries are zero. It is well known
that

(
E+B−1H

)−1 = E+
∞∑

k=1

(−1)k
(
B−1H

)k
, (2.5)

it is easy to get

(
B−1H

)k = lk−1
( −a
n+ 1

)k
D, (2.6)

and furthermore,

∞∑

k=1

(−1)k
(
B−1H

)k =
∞∑

k=1

lk−1
(

a

n+ 1

)k
D = a

n+ 1− laD. (2.7)

Thus, we have

(
E+B−1H

)−1 = E+
a

n+ 1− laD,

A−1 = (E+B−1H
)−1

B−1 =
(
gi j +

ia

n+ 1− lagl j
)

n×n
.

(2.8)
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Lemma 2.1. When |a| < (n+ 1)/l, the matrix A is invertible and its inversion is

A−1 =
(
gi j +

ia

n+ 1− lagl j
)

n×n
. (2.9)

In view of Lemma 2.1, system (1.2)-(1.3) can be rewritten by x = λA−1F(x) or

xi = λ
n∑

j=1

(
gi j +

ia

n+ 1− lagl j
)
f j
(
xj
)
, i= 1,2, . . . ,n. (2.10)

Naturally, we can call that

G(i, j)= gi j +
ia

n+ 1− lagl j , 1≤ i, j ≤ n, (2.11)

is the Green function of problem (1.2)-(1.3), where 1≤ l ≤ n is a fixed integer, a is a real
constant, and they satisfy the condition |a| < (n+ 1)/l. For 1 ≤ i, j ≤ n, gi j is defined by
(2.3).

In the following, we will discuss the properties of G(i, j). In this paper, we will be
concerned with the existence of positive solutions for (1.2)-(1.3). Thus, we ask G(i, j) > 0
for 1≤ i, j ≤ n. When 0≤ a < (n+ 1)/l, it easily follows that G(i, j) > 0 for 1≤ i, j ≤ n. In
the following, we assume that a < 0. Note that

min
1≤i, j≤n

gi j = g1n = gn1 = 1
n+ 1

. (2.12)

Thus, we only need to consider the sign of

1
n+ 1

+
na

n+ 1− lagl j . (2.13)

By the definition of gl j , we have

1
n+ 1

+
na

n+ 1− lagl j =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
n+ 1

(
1 +

na j(n+ 1− l)
n+ 1− la

)
, 1≤ j ≤ l ≤ n,

1
n+ 1

(
1 +

nal(n+ 1− j)
n+ 1− la

)
, 1≤ l ≤ j ≤ n,

≥ 1
n+ 1

(
1 +

nal(n+ 1− l)
n+ 1− la

)
> 0

(2.14)

which implies that

a >− n+ 1
l
[
n(n+ 1− l)− 1

] . (2.15)

Lemma 2.2. Assume that

− n+ 1
l
[
n(n+ 1− l)− 1

] < a <
n+ 1
l

(2.16)

holds, then the Green function G(i, j) is positive for 1≤ i, j ≤ n.
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In the following, we will give the estimation of G(i, j).
When 0≤ a < (n+ 1)/l, we have

gi j +
ia

n+ 1− lagl j ≤ g�(n+1)/2�,�(n+1)/2� +
na

n+ 1− lagll

= 1
n+ 1

(⌈
n+ 1

2

⌉(
n+ 1−

⌈
n+ 1

2

⌉)
+
nal(n+ 1− l)
n+ 1− la

)
=M,

gi j +
ia

n+ 1− lagl j ≥
1

n+ 1

(
1 +

a(n+ 1− l)
n+ 1− la

)
=m,

(2.17)

where �(n+ 1)/2� is the largest integer part of (n+ 1)/2.
When a is a negative number and the condition (2.15) holds, we have known that

gi j +
ia

n+ 1− lagl j ≥
1

n+ 1

(
1 +

nal(n+ 1− l)
n+ 1− la

)
=m′, (2.18)

and we have also

gi j +
ia

n+ 1− lagl j ≤
1

n+ 1

(⌈
n+ 1

2

⌉(
n+ 1−

⌈
n+ 1

2

⌉)
+
a(n+ 1− l)
n+ 1− la

)
=M′. (2.19)

3. Existence of one positive solution

In the following, we will ask that the condition (2.16) hold. Let E be the Banach space
defined by E = {x | x : [1,n]→R} with norm ‖x‖ =maxk∈[1,n] |xk|, and let

P = {x ∈ E | xk ≥ 0, k ∈ [1,n]
}

,

C = {x ∈ E | xk ≥ 0, k ∈ [1,n]; xk ≥ δ‖x‖
}

,
(3.1)

where δ =m/M when 0 ≤ al < n+ 1 and δ =m′/M′ when a is a negative number and
(2.15) holds. Define an operator T : P→ E by

Txi = λ
n∑

j=1

G(i, j) f j
(
xj
)
, i= 1,2, . . . ,n. (3.2)

Then for x ∈ P, we have

‖Tx‖ = max
i∈[1,n]

∣
∣Txi

∣
∣≤

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

λM
n∑

j=1

f j
(
xj
)
, 0≤ a < n+ 1

l
,

λM′
n∑

j=1

f j
(
xj
)
, − n+ 1

l
[
n(n+ 1− l)− 1

] < a < 0,

Txi ≥

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

λm
n∑

j=1

f j
(
xj
)
, 0≤ a < n+ 1

l
,

λm′
n∑

j=1

f j
(
xj
)
, − n+ 1

l
[
n(n+ 1− l)− 1

] < a < 0,

(3.3)

which imply that Txi ≥ δ‖Tx‖, that is, TP ⊂ C.
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Theorem 3.1. Assume that fk(u) is nondecreasing for all k ∈ [1,n] and there is k0 ∈ [1,n]
such that fk0 (u) > 0 for u > 0. Then there exists c > 0 such that the interval (0,c]⊂ Γ.

Proof. Let L > 0 be given and denote

C(L)= {x ∈ C | ‖x‖ ≤ L}. (3.4)

Define

c = L

maxi∈[1,n]
∑n

j=1G(i, j) f j(L)
. (3.5)

Then we have

Txi ≤ λ
n∑

j=1

G(i, j) f j(L)≤ c max
i∈[1,n]

n∑

j=1

G(i, j) f j(L)= L (3.6)

for λ∈ (0,c] and x ∈ C(L). By Schauder fixed point theorem, T has a fixed point in C(L).
The proof is complete. �

The following theorem is immediately obtained by using Theorem 3.1.

Theorem 3.2. Assume that all conditions of Theorem 3.1 hold. Then λ0 ∈ Γ implies that
(0,λ0]⊂ Γ.

Theorem 3.3. Assume that all conditions of Theorem 3.1 hold and let λ be an eigenvalue of
(1.2)-(1.3) and let x ∈ C be a corresponding eigenfunction. Further, let ‖x‖ = d. Then,

d

maxi∈[1,n]
∑n

j=1G(i, j) f j(d)
≤ λ≤ d

maxi∈[1,n]
∑n

j=1G(i, j) f j(δd)
. (3.7)

Proof. In fact, from

d = ∥∥Tx∥∥= λ max
i∈[1,n]

n∑

j=1

G(i, j) f j
(
xj
)
, (3.8)

we can obtain that

λ= d

maxi∈[1,n]
∑n

j=1G(i, j) f j
(
xj
) , (3.9)

which implies that

d

maxi∈[1,n]
∑n

j=1G(i, j) f j(d)
≤ λ≤ d

maxi∈[1,n]
∑n

j=1G(i, j) f j(δd)
. (3.10)

The proof is complete. �
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By Theorems 3.1–3.3 and the definition of G(i, j), we can also obtain the following
theorem.

Theorem 3.4. Assume that all conditions of Theorem 3.1 hold. Then the following hold:
(a) if

u
∑n

j=1 f j(u)
(3.11)

is bounded for u∈ (0,∞), then there exists c ∈ (0,∞) such that Γ= (0,c) or (0,c];
(b) if

lim
u→∞

u
∑n

j=1 f j(u)
= 0, (3.12)

then there exists c ∈ (0,∞) such that Γ= (0,c];
(c) if

lim
u→∞

u
∑n

j=1 f j(u)
=∞, (3.13)

then Γ= (0,∞).

Proof. (a) and (c) are clear. In the following, we will prove that (b) is a fact. By
Theorem 3.1, we know that there exists c′ > 0 such that (0,c′] ⊂ Γ. Note that from the
condition

lim
u→∞

u
∑n

j=1 f j(u)
= 0 (3.14)

and Theorem 3.3, we can get that Γ is bounded. Let c = supΓ and suppose that the eigen-
values sequence {λk}∞k=1 of (1.2)-(1.3) is strict increasing and satisfies limk→∞ λk = c, the
sequence {x(k)}∞k=1 is the corresponding solutions sequence of {λk}∞k=1. Then, we have

∥
∥x(k)

∥
∥= ∥∥Tx(k)

∥
∥= λk max

i∈[1,n]

n∑

j=1

G(i, j) f j
(
x(k)
j

)
≥ λk min{m,m′}

n∑

j=1

f j
(
δ
∥
∥x(k)

∥
∥),

λk min{m,m′} ≤
∥
∥x(k)

∥
∥

∑n
j=1 f j

(
δ
∥
∥x(k)

∥
∥)

(3.15)

which implies that

∥
∥x(k)

∥
∥

∑n
j=1 f j

(
δ
∥
∥x(k)

∥
∥) (3.16)

is bounded below. By this and the condition

lim
u→∞

u
∑n

j=1 f j(u)
= 0, (3.17)
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we get that {‖x(k)‖} is bounded. For every i ∈ [1,n], choosing the subsequence {x(ki)
i }

such that limki→∞ x
(ki)
i = limsupk→∞ x

(k)
i = x(0)

i , then x(0) is a positive solution of the equa-
tion

Txi = c
n∑

j=1

G(i, j) f j
(
xj
)
, i= 1,2, . . . ,n. (3.18)

The proof is complete. �

In the following, we do not require the monotonicity of fk for k ∈ [1,n], but a fixed
point theorem will be used. It can be seen in [20, 21].

Lemma 3.5. Let E be a Banach space, and let C ⊂ E be a cone. Assume Ω1, Ω2 are open
subsets of E with 0∈Ω1,Ω1 ⊂Ω2, and letT : C∩ (Ω2 \Ω1)→ C be a completely continuous
operator such that either (a) ‖Ty‖ ≤ ‖y‖, y ∈ C∩ ∂Ω1M, and ‖Ty‖ ≥ ‖y‖, y ∈ C∩ ∂Ω2,
or (b) ‖Ty‖ ≥ ‖y‖, y ∈ C∩ ∂Ω1, and ‖Ty‖ ≤ ‖y‖, y ∈ C∩ ∂Ω2. Then, T has a fixed point
in C∩ (Ω2 \Ω1).

For the sake of convenience, we set

A0 = max
i∈[1,n]

n∑

j=1

G(i, j), B0 = min
i∈[1,n]

n∑

j=1

G(i, j). (3.19)

Theorem 3.6. Suppose that there exist two positive numbers a and b such that a = b and

b

B0 mink∈[1,n],u∈[δx,x]∩[0,b] fk(u)
<

a

A0 maxk∈[1,n],u∈[0,a] fk(u)
. (3.20)

Then for every λ satisfying

b

B0 mink∈[1,n],u∈[δx,x]∩[0,b] fk(u)
≤ λ≤ a

A0 maxk∈[1,n],x∈[0,a] fk(u)
, (3.21)

the boundary value problem (1.2)-(1.3) has a positive solution.

Proof. Assume that a < b and choose x ∈ ∂Ca. Then we have

Txi ≤ λ max
k∈[1,n],x∈[0,a]

fk(x)
n∑

j=1

G(i, j)≤ λA0 max
k∈[1,n],x∈[0,a]

fk(x)≤ a (3.22)

which implies that ‖Tx‖ ≤ ‖x‖ for x ∈ ∂Ca. Let x ∈ ∂Cb, then we get that

Txi ≥ λB0 min
k∈[1,n],u∈[δy,y]∩[0,b]

fk(u)≥ b for x ∈ ∂Cb, (3.23)

which implies that ‖Tx‖ ≤ ‖x‖ for x ∈ ∂Cb. The proof is complete by Lemma 3.5. When
a > b, the proof is similar. �
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The following theorem is immediately obtained by using Theorem 3.6.

Theorem 3.7. Assume that there exists k0 ∈ [1,n] such that fk0 (u) > 0 for u > 0 and that
fk∞ and f0k are finite for any k ∈ [1,n]. Then for each λ satisfying

1
δB0 mink∈[1,n] fk∞

< λ <
1

A0 maxk∈[1,n] fk0
(3.24)

or

1
δB0 mink∈[1,n] fk0

< λ <
1

A0 maxk∈[1,n] fk∞
, (3.25)

the boundary value problem (1.2)-(1.3) has a positive solution.

Proof. If the condition (3.24) is a fact, we can choose ε > 0 such that

1
δB0

(
mink∈[1,n] fk∞ − ε

) < λ <
1

A0
(

maxk∈[1,n] fk0 + ε
) . (3.26)

Let H1 > 0 such that fk(u)≤ (maxk∈[1,n] fk0 + ε)u for 0 < u < H1 and k ∈ [1,n]. For x ∈ C
which satisfies ‖x‖ =H1, we have

Txi ≤ λ
(

max
k∈[1,n]

fk0 + ε
)
‖x‖

n∑

j=1

G(i, j)≤ λA0H1

(
max
k∈[1,n]

fk0 + ε
)
<H1, (3.27)

which implies that ‖Tx‖ ≤ ‖x‖ for x ∈ ∂CH1 .
Choosing H2 > 0 such that f (u) ≥ (mink∈[1,n] fk∞ − ε)u for x ≥ δH2 and let H2 =

max{2H1,H2}, for x ∈ ∂CH2 , we have

Txi ≥ λ
(

min
k∈[1,n]

fk∞ − ε
)
‖x‖

n∑

j=1

G(i, j)≥ λ
(

min
k∈[1,n]

fk∞ − ε
)
δH2B0 >H2, (3.28)

which implies that ‖Tx‖ ≥ ‖x‖ for x ∈ ∂CH2 .
When the condition (3.25) holds, the proof is similar. The proof is complete. �

By Theorem 3.6, we can similarly obtain the following results. Their proofs will be
omitted.

Theorem 3.8. For every k ∈ [1,n], fk0 = 0, and fk∞ = ∞ or fk0 =∞ and fk∞ = 0, then
Γ= (0,∞).

Theorem 3.9. For every k ∈ [1,n], fk0 =∞ or fk∞ =∞, then there exists λ∗ > 0 such that
(0,λ∗)⊂ Γ.

Theorem 3.10. For every k ∈ [1,n], fk0 = 0, or fk∞ = 0, then there exists λ∗∗ > 0 such that
(λ∗∗,∞)⊂ Γ.

Theorem 3.11. For every k ∈ [1,n], fk0 =∞, or fk∞ = L, then (0,1/(A0L))⊂ Γ. For every
k ∈ [1,n], fk0 = l, or fk∞ =∞, then (0,1/(A0l))⊂ Γ.
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4. Existence of triple positive solutions

In this section, we will consider the existence of triple positive solutions for the system
(1.2)-(1.3). To this end, we firstly give the definition of a concave nonnegative continuous
functional and the Leggett-Williams fixed point theorem.

Let E be a Banach space, and let P ⊂ E be a cone. By a concave nonnegative continuous
functional ψ on P, we mean a continuous mapping ψ : P→ [0,+∞) with

ψ
(
μx+ (1−μ)y

)≥ μψ(x) + (1−μ)ψ(y), x, y ∈ P, μ∈ [0,1]. (4.1)

Let ξ, α, β be positive constants, we will employ the following notations:

Pξ =
{
y ∈ P : ‖y‖ < ξ}, Pξ =

{
y ∈ P : ‖y‖ ≤ ξ},

P(ψ,α,β)= {y ∈ Pβ : ψ(y)≥ α}. (4.2)

Our existence criteria will be based on the Leggett-Williams fixed point theorem (see
[22]).

Lemma 4.1. Let E be a Banach space, P ⊂ E a cone of E, and R > 0 a constant. Suppose there
exists a concave nonnegative continuous functional ψ on P with ψ(y)≤ ‖y‖ for y ∈ PR. Let
T : PR → PR be a completely continuous operator. Assume there are numbers r, L, and K
with 0 < r < L < K ≤ R such that

(H1) the set {y∈C(ψ,L,K) : ψ(y)>L} is nonempty and ψ(Ty)> L for all y∈ P(ψ,L,K);
(H2) ‖Ty‖ < r for y ∈ Pr ;
(H3) ψ(Ty) > L for all y ∈ P(ψ,L,R) with ‖Ty‖ > K .

Then T has at least three fixed points y1, y2, and y3 ∈ PR. Furthermore, y1 ∈ Pr , y2 ∈ {y ∈
P(ψ,L,R) : ψ(y) > L}, and y3 ∈ PR \ (P(ψ,L,R)∪Pr).

We use Lemma 4.1 to establish the existence of three positive solutions to (1.2)-(1.3).
E and P are defined by the above section.

Theorem 4.2. Assume that fk(u) is nondecreasing for k ∈ [1,n] and that fk∞ = fk0 = 0 for
k ∈ [1,n]. Suppose further that there is a number L > 0 such that fk(L) > 0 for k ∈ [1,n].
Let R, K , L, and r be four numbers such that

R≥ K >
L

δ
≥ L > r > 0, (4.3)

maxk∈[1,n] fk(r)
r

<
maxk∈[1,n] fk(R)

R
<
B0 mink∈[1,n] fk(L)

A0L
. (4.4)

Then for each λ ∈ (L/(B0 mink∈[1,n] fk(L)),R/(A0 maxk∈[1,n] fk(R))], there exist three non-

negative solutions x(1), x(2), and x(3) of (1.2)-(1.3) associated with λ such that x(1)
k < r <

x(2)
k < L < x(3)

k ≤ R for k ∈ [1,n].

Proof. Note that if fk(L) > 0, then by the monotonicity of fk, fk(R) > 0 for any R greater
than L. In view of fk∞ = 0, we may choose R≥ K > L such that the second inequality in
(4.4) holds, and in view of fk0 = 0, we may choose r ∈ (0,L) such that the first inequality
in (4.4) holds. Let us set λ1 = L/(B0 mink∈[1,n] fk(L)) and λ2 = R/(A0 maxk∈[1,n] fk(R)).
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Then λ1,λ2 > 0. Furthermore, λ1 < λ2 in view of (4.4). We now define for each λ∈ (λ1,λ2]
a continuous mapping T : P→ P by

Txi = λ
n∑

j=1

G(i, j) f j
(
xj
)
, i= 1,2, . . . ,n, (4.5)

and a functional ψ : P→ [0,∞) by

ψ(x)= min
k∈[1,n]

xk. (4.6)

In view of fk∞ = fk0 = 0 and (4.4), we have

Txi = λ
n∑

j=1

G(i, j) f j
(
xj
)≤ λ max

k∈[1,n]
fk(R)

n∑

j=1

G(i, j)≤ λ2A0 max
k∈[1,n]

fk(R)= R, (4.7)

for k ∈ [1,n] and all x ∈ PR. Therefore, T(PR)⊂ PR. We assert that P is completely con-
tinuous on PR because E is a finite-dimensional space.

We now assert that (H2) of Lemma 4.1 holds. Indeed,

Txi = λ
n∑

j=1

G(i, j) f j
(
xj
)≤ λA0 max

k∈[1,n]
fk(r)≤ λ2A0 max

k∈[1,n]
fk(r) < r (4.8)

for all y ∈ Pr , where the last inequality follows from (4.4).
In addition, we can show that the condition (H1) of Lemma 4.1 holds. Obviously ψ(x)

is a concave continuous function on P with ψ(x)≤ ‖x‖ for y ∈ PR. We notice that if uk =
(1/2)(L+K) for k ∈ [1,n], then u∈ {x ∈ P(ψ,L,K) : ψ(x) > L}, which implies that {x ∈
P(ψ,L,K) : ψ(x) > L} is nonempty. For x ∈ P(ψ,L,K), we have ψ(x) =mink∈[1,n] xk ≥ L
and ‖x‖ ≤ K . In view of the conditions of Theorem 3.7, we have

ψ(Tx)= λ min
k∈[1,n]

n∑

j=1

G(i, j) f j
(
xj
)≥ λB0 min

k∈[1,n]
fk(L) > λ1B0 min

k∈[1,n]
fk(L)= L, (4.9)

for all x ∈ C(ψ,L,K).
Finally, we prove condition (H3) in Lemma 4.1. Let x ∈ P(ψ,L,R) with ‖Tx‖ > K . We

notice that (4.5) implies

‖Tx‖ ≤ λmax{M,M′}
n∑

j=1

f j
(
xj
)
. (4.10)

Thus,

ψ(Tx)= λ min
i∈[1,n]

n∑

j=1

G(i, j) f j
(
xj
)≥ λmin{m,m′}

n∑

j=1

f j
(
xj
)≥ δ‖Tx‖ > δK > L. (4.11)

An application of Lemma 4.1 stated above now yields our proof. �
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Theorem 4.3. Assume that fk(u) is nondecreasing for k ∈ [1,n] and that fk∞ > fk0 > 0
for k ∈ [1,n]. Suppose there is a number L > 0 such that fk(L) > 0 and 0 < fk0 < fk∞ <
B0 mink∈[1,n] fk(L)/(A0L). Denote that

lim
u→0

maxk∈[1,n] fk(u)
u

= l1,

lim
u→∞

maxk∈[1,n] fk(u)
u

= l2.
(4.12)

Let R, K , L, and r be four numbers such that

R≥ K >
L

δ
≥ L > r > 0, (4.13)

maxk∈[1,n] fk(R)
R

< l2 + ε, (4.14)

maxk∈[1,n] fk(r)
r

< l1 + ε, (4.15)

where ε is a positive number such that

l2 + ε <
B0 mink∈[1,n] fk(L)

A0L
. (4.16)

Then for each λ ∈ (L/(B0 mink∈[1,n] fk(L)),1/(A0l2)), system (1.2)-(1.3) has at least three

nonnegative solutions x(1), x(2), and x(3) associated with λ such that x(1)
k < r < x(2)

k < L <

x(3)
k ≤ R for k ∈ [1,n].

Proof. Note that if fk(L) > 0, then fk(R) > 0 for any R greater than L. Let λ1 =
L/(B0 mink∈[1,n] fk(L)) and λ2 = 1/(A0l2). Then λ1,λ2 > 0. Furthermore, 0 < λ1 < λ2 in
view of the condition 0 < l1 < l2 < B0 mink∈[1,n] fk(L)/(A0L). For the positive ε that sat-
isfies (4.16) and any λ ∈ (λ1,λ2), there is R ≥ K > L such that (4.14) holds, and there is
r ∈ (0,L) such that (4.15) holds.

We now define for each λ ∈ (λ1,λ2) a continuous mapping T : P → P by (4.5) and a
functional ψ : C→ [0,+∞) by (4.6). For all x ∈ PR, we have

Txi = λ
n∑

j=1

G(i, j) f j
(
xj
)≤ λ max

k∈[1,n]
fk(R)

n∑

j=1

G(i, j)

≤ λA0 max
k∈[1,n]

fk(R)≤ λ2A0
(
l2 + ε

)
R= R,

(4.17)

Furthermore, condition (H2) of Lemma 4.1 holds. Indeed, for x ∈ Pr , we have

(Ay)(t)= λ
n∑

j=1

G(i, j) f j
(
xj
)≤ λ max

k∈[1,n]
fk(r)

n∑

j=1

G(i, j)

≤ λA0 max
k∈[1,n]

fk(r)≤ λA0
(
l1 + ε

)
r < r.

(4.18)

Similarly, we can prove that the conditions (H1) and (H3) of Lemma 4.1 hold. An appli-
cation of Lemma 4.1 now yields our proof. �
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Theorem 4.4. Assume that fk(u) is nondecreasing for k ∈ [1,n] and there is k0 ∈ [1,n] such
that fk0 (0) > 0. Suppose there exist four numbers L, R, K , and r such that (4.3) and (4.4)
hold. Then for each λ∈(L/(B0 mink∈[1,n] fk(L)),R/(A0 maxk∈[1,n] fk(R))], system (1.2)-(1.3)
has at least three positive solutions x(1), x(2), and x(3) associated with λ such that 0 < x(1) <
r < x(2) < L < x(3) ≤ R for k ∈ [1,n].

The proof is similar to Theorem 4.2, and hence is omitted.

5. Some remarks

The second-order difference equation

Δ2xk−1 + λ f
(
k,xk

)= 0, k = 1,2, . . . ,n, (5.1)

is the discrete analog of equation

x′′(t) + λ f (t,x)= 0, t ∈ [0,1]. (5.2)

The three-point or multipoint boundary value problems in the continuous case have
been studied in great detail in the recent papers [1–11] since the early 1980s. For the
continuous case, the boundary value condition (1.3) is of the form

x(0)= 0, x(1)= ax(η), η ∈ (0,1). (5.3)

When we consider the existence of positive solutions of problem (5.2)-(5.3), a > 0 is
clearly a necessary condition.

Remark 5.1. When

− n+ 1
l
[
n(n+ 1− l)− 1

] < a < 0, (5.4)

our theorems cannot be similarly established for the continuous case.

Remark 5.2. In Section 2, we obtain the Green function by using matrix’s method. Such
method is different from the continuous case.
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