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We consider autonomous evolution inclusions and hemivariational inequalities with nonsmooth
dependence between determinative parameters of a problem. The dynamics of all weak solutions
defined on the positive semiaxis of time is studied. We prove the existence of trajectory and global
attractors and investigate their structure. New properties of complete trajectories are justified.
We study classes of mathematical models for geophysical processes and fields containing the
multidimensional “reaction-displacement” law as one of possible application. The pointwise
behavior of such problem solutions on attractor is described.

1. Introduction

Let a viscoelastic body occupies a bounded domain Q ¢ R?, d = 2,3 in applications, and it
is acted upon by volume forces and surface tractions (this section is based on results of [1]
and references therein). The boundary I of Q is supposed to be Lipschitz continuous, and it
is partitioned into two disjoint measurable parts I'p and I'y such that means (I'p) > 0. We
consider the process of evolution of the mechanical state on the interval (0, +o0). The body is
clamped on I'p and thus the displacement vanishes there. The forces field of density fy act
in Q, the surface tractions of density gy are applied on I'y. We denote by u = (13, ..., u4) the
displacement vector, by o = (0;j) the stress tensor and by £(u) = (&;;(u)) the linearized (small)
strain tensor (g;j(u) = (1/2)(0;u; + 0;u;)), wherei,j =1,...,d.
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The mechanical problem consists in finding the displacement field u : Q x (0, +00) —
R4 such that

u'(t)—div o(t) = fo in Qx (0,+0), (1.1)
o(t) = Ce(u'(t)) + ée(u(t)) in Qx (0,+o0), (1.2)
u(t) =0 on Tp x (0,+c0), (1.3)
on(t)=go on I'n x (0,+o0), (1.4)

u(0) =up, u'(0)=u; inQ, (1.5)

where C and £ are given linear constitutive functions and n being the outward unit normal
vector to I'.

In the above model, the dynamic equation (1.1) is considered with the viscoelastic
constitutive relationship of the Kelvin-Voigt type (1.2) while (1.3) and (1.4) represent the
displacement and traction boundary conditions, respectively. The functions uy and u; are the
initial displacement and the initial velocity, respectively. In order to formulate the skin effects,
we suppose (following [2, 3]) that the body forces of density f consists of two parts: f; which
is prescribed external loading and f, which is the reaction of constrains introducing the skin
effects, that is, fo = f1 + f». Here, f> is a possibly multivalued function of the displacement u.
We consider the reaction-displacement law of the form:

—fa(x,t) € 0j(x,u(x,t)) in Q x (0,+0o0), (1.6)

where j : Q x R? — R is locally Lipschitz function in u, and 9j represents the Clarke
subdifferential with respect to u. Let Y, be the space of second-order symmetric tensors on
RA.

We consider the following problem: examine the long-time (as t — +oo) behavior of
all (weak, generalized) solutions for (1.1)—(1.5) and (1.6).

We remark that existence solutions theorems for evolution equations and inclusions
where considered in [1-40] (see works and references therein).

In [1] for finite time interval, it was presented the hemivariational formulation of
problems similar to (1.1)-(1.6) and an existence theorem for evolution inclusions with
pseudomonotone operators. We give now variational formulation of the above problem. To
this aim let H = L,(Q,R%), H; = H'(Q,R%), H = Lr(Q, Y,), and V be the closed subspace of
H; defined by

V={veH;:v=0 on I'p}. (1.7)
On V we consider the inner product and the corresponding norm given by
(w,v)y = (), £(V))w, ollv = lle(@)ll,  foru,veV. (1.8)

From the Korn inequality ||v||g, < Cille(v)]|lw for v € V with C; > 0, it follows that
| - llg, and || - ||v are the equivalent norms on V. Identifying H with its dual, we have
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an evolution triple V. C H C V* (see, e.g., [8]) with dense and compact embeddings. We
denote by (:,-)y the duality of V and its dual V*, by || - |[[v- the norm in V*. We have
(u,v)y = (u,v)y forallue Handv € V.

We admit the following hypotheses.

H(C) the linear symmetric viscosity operator C : Qx Y, — Y, satisfies the Carathéodory
condition (i.e., C(+, &) is measurable on Q for all € € Y, and C(x, ) is continuous on
Y, fora.e. x € Q) and

C(x,€) €2 Collell}, Ve € Ya, ae. x €Q with C > 0. (1.9)

H (&) the elasticity operator £ : Qx Yy — Y, is of the form £(x, €) = E(x)e (Hooke's law)
with a symmetric elasticity tensor E € L (Q), thatis, E = (gijx), i,j,k,1=1,...,d
with gijki = gjiki = Qikij € Lo (£2). Moreover,

E(x ) 1e>Callelly, Ve € Ya, ae x€Q with C3>0. (1.10)

H(j) j : Qx RY — Ris a function such that

(i) j(-,¢) is measurable for all ¢ € R and j(-,0) € L;(Q);
(ii) j(x,-) is locally Lipschitz and regular [5] for all x € Q;
(iii) ||zl £ C4(1 +|¢&]) for all 7 € 0j(x,¢), x € Q with Cy > 0;
(iv) j%(x, & -¢) < Cs(1 + |1&]|) for all ¢ € R, x € Q, with Cs > 0, where j(x, ¢;77) is
the directional derivative of j(x, ) at the point ¢ € R in the direction 77 € R“.

H(f) f1€V*, g € Ly(Tn;RY), up € Vand uy € H.

Next we need the spaces U = L (7, T; V), H = Ly(t,T;H),and W = {w € U : w' € U*},
where the time derivative involved in the definition of 70 is understood in the sense of vector-
valued distributions, —co < 7 < T < +oo. Endowed with the norm |[v|w = ||v|lv + |7 ||v+,
the space % becomes a separable reflexive Banach space. We also have 70 C U C Hc o
The duality for the pair (U, U*) is denoted by (z,w)¢ = fTT<z(s),w(s)>Vds. It is well known
(cf. [8]) that the embedding W ¢ C([r,T];H) and {w € U : w' € W} C C([1,T];V) are
continuous. Next we define g € V* by

(80)y = (fr o)y, + <g0,v>L2(rN;Rd) forveV. (1.11)

Taking into account the condition (1.6), we obtain the following variational formulation of
our problem:

(u"(t),v)y + (0(t), () 4 + J; P*(x,u(t);v)dx > (g,v), VveV, ae te(0+w),

o(t) = Cle(u' (1)) + E(e(ut))) for ace. t € (0, +00), (1.12)

u(0) = ug, 1 (0) = uy.
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We define the operators A: V — V*and B: V — V* by

(A(u),v)y = (C(x,e(u)),e(v)), foru,veV,

(1.13)
(Bu,v)y = (&(x,e(u)),e(v)), foru,veV.
Obviously, the bilinear forms (1.13) are symmetric, continuous and coercive.
Let us introduce the functional ] : L,(Q; R?) — R defined by
J(v) = f j(x,v(x))dx forove L2<Q;Rd>. (1.14)
Q

From [5, Chapter II] under Assumptions H(j), the functional J defined by (1.14) satisfies

H(]) J : L,(Q;RY) — R is a functional such that:

(i) J(-) is well defined, locally Lipschitz (in fact, Lipschitz on bounded subsets of
Ly(Q; R%)) and regular;

(i) ¢ € 0] (v) implies [|¢]|1,@rt) < Co(1+]0]lLy@ra) for v € Ly (Q; RY) with Ce > 0;

(iii) J%(v;-v) < C7(1 + ||vl|,@ray) for v € Lr(Q;RY) with C; > 0, where J%(u;v)
denotes the directional derivative of J(-) at a point u € Ly(Q;R?) in the
direction v € Ly (Q; RY).

We can now formulate the second-order evolution inclusions associated with the var-
iational form of our problem.

Find € C([0,+00); V) with & € C([0, +o0); H) N LI (0, +o0; V),
u" € LY°(0, +00; V*)
2 (1.15)
such that u"(f) + Au'(t) + Bu(t) + 0J (u(t)) > ¢ a.e. t € (0,+0),

u(0) = ug, u'(0) = 3.

In this paper, we study a general autonomous evolution inclusion which includes (1.15).

2. Setting of the Problem

Let V and H be real separable Hilbert spaces such that V' ¢ H with compact and dense
embedding. Let V* be the dual space of V. We identify H with H* (dual space of H). For the
linear operators A : V. — V*,B: V — V¥, and locally Lipschitz functional ] : H — R we
consider a problem of investigation of dynamics for all weak solutions defined for t > 0 of
nonlinear second order autonomous differential-operator inclusion:

u"(t) + Au'(t) + Bu(t) + 0] (u(t)) 3 0. (2.1)
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We need the following hypotheses

H(A)A : V — V*is alinear symmetric such that there exists c4 > 0 : (Av,v)y >

CAHU”%/ forallveV;

H(B)B : V — V* is linear, symmetric, and there exists cg > 0 : (Bv,v)y >

cslloll?, for all v € V (we remark that operators A and B are continuous on V
[8, Chapter II1]);

H(J)] : H — Ris a function such that

(i) J(-) is locally Lipschitz and regular [5, Chapter 1], that is,

(a) for any x,v € H, the usual one-sided directional derivative J'(x;v) =
limp o(J (x +tv) — J(x))/t exists,
(b) forall x,v € H, J'(x;v) = J°(x;v), where J°(x;v) = Eyqx, ro(J(y+to) -
Jw)/t
(ii) there exists ¢ > 0: SUp 57 1Al < e1(1 + [|v]|n) forallv € H;
(iii) there exists ¢, > 0:

. > _ 2
B (@d0)y 2 Aol -, Vo H, (2.2)

where 0J(v) = {p e H | (p,w)y < J°(v;w) for all w € H} denotes the Clarke
subdifferential of J(-) at a point v € H (see [5] for details), A € (0,.11), Aq > 0:
)2 > M[v|3 forallv e V.

We note that in (1.15) we can consider g = 0. Indeed, let g € V*, then u* = B¢ € V ¢ H.If
u(-) is a weak solution of (1.15), then u(-) = u(-) — u* is a weak solution of

w'(t) + AU (t) + Bu(t) + 0J1(u(t)) 20 ae. t>0, (2.3)

where Ji(-) = J(- + u*) satisfies H(J) with respective parameters. Thus, to simplify our con-
clusions, without loss of generality, further we will consider problem (2.1).
The phase space for Problem (2.1) is the Hilbert space:

E:{(a,b)T|aeV,beH}, (2.4)

where (a,b)" = () with [|(a,b)" [z = (lal]? + [b]3))"/?. Let —o0 < 7 < T < +cx.

Definition 2.1. The function (), ' ()T € Loy (7, T; E) with #/(-) € Ly(7,T; V) is called a weak
solution for (2.1) on [z, T], if there exists d(-) € L,(7,T; H), d(t) € 0J(u(t)) for a.e. t € (7,T),
such that for all ¢ € V, for all 7 € C° (7, T):

T

T
—f (' (t), ¢) 1 ()t + I [(AU'(t), )y, + (Bu(t), g), + (d(t), ¢) ;| n(t)dt = 0. (2.5)
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Evidently, if (u(), ()" is a weak solution of (2.1) on [r,T], then u'() €
Ly(7, T; V¥, (u(-),u'(-))" € C([r,T]; E) and d(-) € Lo (7, T; H).

We consider the class of functions WI = C([r,T];E). Further c1,c, A, \1,ca, and cp
we recall parameters of Problem (2.1). The main purpose of this work is to investigate the
long-time behavior (ast — +oo) of all weak solutions for the problem (2.1) on [0, +0).

3. Preliminaries

To simplify our conclusions, since condition H(B), we suppose that
(w,0)y = (Bu,0)y, |0l =(Bv,v)y, cg=1, VYu,veV. (3.1)

Lebourg mean value theorem [5, Chapter 2] provides the existence of constants c3, ¢4 > 0 and
He (O, .)Ll)Z

Ja0I < e (14 lully), J@) > ~Slulfy -, VueH. (3:2)

Lemma 3.1. Let ] : H — R be a locally Lipschitz and regular functional, y € C'([t,T]; H). Then
forae. t € (t,T), there exists (d/dt)(Joy)(t) = (p,y'(t)) forall p € 0] (y(t)). Moreover, (d/dt)(Jo
y)() € Li(7,T).

Proof. Since y € C!([7,T]; H), then y is strictly differentiable at the point ¢, for any t, € (7, T).
Hence, taking into account the regularity of J and [5, Theorem 2.3.10], we obtain that the
functional J o y is regular one at ty € (7,T) and 9(J o y)(to) = {(p,y'(t0)) | p € 0] (y(ty))}. On
the other hand, since y € C!([7,T]; H),J : H — Ris locally Lipschitz then Joy : [7,T] — R
is globally Lipschitz, and therefore it is absolutely continuous. Hence for a.e. t € (7,T) there
exists d(Joy) (1) /dt, d(Joy) () /dt € Ly(x,T), and [(d/dg) (Joy) €)dé = (Joy)(H)~(Joy)(s) for
all T < s <t < T. At that taking into account the regularity of J o y, note that (J o y)°(to,v) =
(Joy)(to,v) = d(J oy)(ty)/dt - v for ae. ty € (1,T), and all v € R. This implies that for
ae. to € (1, 1)3(J o) (ko) = (d(J o y) (ko) /dlt}. O

At the inclusion (2.1) on [z, T] we associate the conditions
u(t) = a, u' (1) = b, (3.3)

where a € V and b € H. From [37, Theorem 1] we get the following lemma.

Lemma 3.2. Forany v < T, a € V, b € H the Cauchy problem (2.1), (3.3) has a weak solution
(y, y')T € Lo (7, T; E). Moreover, each weak solution (y,y' )T of the Cauchy problem (2.1), (3.3) on
the interval [T, T] belongs to the space C([7,T); E) and y' € Lo(7,T;V); y" € Ly(t,T; V*).
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4. Properties of Solutions

Let us consider the next denotations: for all ¢, = (a,b)" € E we set D.1(¢;) = {(u(-), ' ()" |
(u,1')" is a weak solution of (2.1) on [7,T],u(t) = a,u'(t) = b}. From Lemma 3.2, it follows
that ®,1(¢,) C C([7,T];E) = WI.

Let us check that translation and concatenation of weak solutions are weak solutions
too.

Lemma 4.1. If T < T, ¢ € E, ¢(-) € Dr1(¢pr), then ¢s(-) = (- +5) € Dr_s1-5(¢p7) for all s. If
T<t<T, pr € E, () € Drs(tpr) and ¢(-) € Dy (ip(t)), then

o) - {<p(s>, s€[rt], )
p(s), seltT]

belongs to D 1(¢pr).

Proof. The first part of the statement of this lemma follows from the autonomy of the inclu-
sion (2.1). The proof of the second part follows from the definition of the solution of (2.1) and
from that fact that z € Wt as soonas v € W,;, u € W,r and v(t) = u(t), where

o) - {v(s), s€ [ t] w2
u(s), seltT]. -

Letg = (a, b)T € E and
1, 12
u(p) = 5 llollz +J (@ (4.3)

Lemma 4.2. Let T < T, ¢ € E, () = (y(-),y’(-))T € Dy 7(pr). Then Vo : [1,T] — Riis
absolutely continuous and for a.e. t € (7,T)dU(p(t))/dt = —(Ay'(t),y'(t))y < —y||y’(t)||%,, where
Y > 0 depends only on parameters of Problem (2.1) (we remark that \/{ Au,u) is equivalent norm
on V, generated by inner product (Au,v)y).

Proof. Let —o0 <7 < T < 400, ¢() = (y(‘),y'(-))T € WI be an arbitrary weak solution of (2.1)
on (7,T). From [8, Chapter IV] we get that the function t — [|y/(t)|13; + ||y (#)||3 is absolutely
continuous and for a.e. t € (7,T):

d
S IO+ 1y ®I3] = 06 + By, ¥ ©), = ~(Ay @),5/®), - (@d®), 5/ 0),,

<y Oy - (d®,5'#)
(4.4)

where d(t) € 0J(y(t)) for a.e. t € (1,T),d(-) € Ly(t,T; H) and y > 0 depends only on
parameters of Problem (2.1), in virtue of u — +/(Au, u)y is equivalent normon V. As y(-) €
C!([r,T];H) and J : H — R is regular and locally Lipschitz, according to Lemma 3.1 we
obtain that for a.e. t € (7, T) there exists (d/dt)(J oy)(t). Moreover, (d/dt)(Joy)(:) € Li(t,T)
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and fora.e.t € (7,T) and all p € 0] (y(t)) we have (d/dt)(J oy)(t) = (p, y'(t)) - In particular,
fora.e.t € (7, T)(d/dt)(Joy)(t) = (d(t),y (t))y. Taking into account (4.4), we finally obtain
the necessary statement.

The lemma is proved. O

Lemma 4.3. Let Ty > 0. If (u(),u' ()T is a weak solution of (2.1) on [0,To], then there exists its
extension on [0, +oo) (w(-), % (-))" which is weak solution of (2.1) on [0, +o0), that is, (u(-),u (-))" €
C(R4; E) N Lo (Ry; E) with w'(-) € Ly(0,T; V) for all T > 0 and there exists d(-) € Lo(0,
+oo; H), d(t) € 0J(u(t)) for a.e. t € (0,+o0), such that for all ¢ € V, for all 1 € CF(0, +o0):

+oo

—fow(ﬂ'(t),w)Hq’(t)dt+ fo [(AT (1), ¢), + (Ba(t), ¢), + (1), ¢) ]n(t)dt =0.  (45)

Proof. The statement of this lemma follows from Lemmas 3.2—4.2, Conditions (3.1), (3.2) and
from the next estimates: for all 7 < T, for all ¢, € E, for all ¢(-) = (y(-),y/(-))T € D, 1(¢pr) for
allt € [, T] 25+ (L+2c/ ) ly(@IR + 11y (D)2, 2 20(p(2) 2 20(0 () = ly (B2 + [y ()], +
27 (y(ts)) = (1~ /M)y O + Iy (012~ 2cs.

The lemma is proved. O

For an arbitrary ¢, € E, let D(¢py) be the set of all weak solutions (defined on [0, +o0))
of problem (2.1) with initial data ¢(0) = 9. We remark that from the proof of Lemma 4.3 we
obtain the next corollary.

Corollary 4.4. For any ¢y € E and ¢ € D(po) the next inequality is fulfilled:

/\1 +2c3 2(C3 + C4))L1
A -

|| O)||% + vt > 0. (4.6)

lplz < =—2>

From Corollary 4.4 and Conditions H(A), H(B), H(J) in a standard way we obtain
such proposition.

Theorem 4.5. Let 7 < T, {¢n(-)},51 C WX be an arbitrary sequence of weak solutions of (2.1)
on [1,T] such that ¢,(T) — ¢, weakly in E,n — +oo. Then there exist ¢ € Dy r(p;) and
{Qn ()} is1 C {@n(-) 1 such that @, () — () weakly in E uniformly on [1,T],k — +oo,
that is, ¢y, (tx) — @(to) weakly in E, k — +oco for any {ty};51 C [7,T] with ty — to,k — +oo.

Theorem 4.6. Let T < T, {¢u(-)},»1 C WY be an arbitrary sequence of weak solutions of (2.1) on
[T, T] such that ¢,(T) — @ strongly in E, n — +oo. Then there exists ¢ € D r(¢,) such that up
to a subsequence ¢, (-) — @(-) in C([7,T];E), n — +oco.

Proof. Let {¢,(:) = (un(), u;l(-))T fus1 C WI be an arbitrary sequence of weak solutions of (2.1)
on [7,T] such that

¢, (T) — 7 strongly in E, n — +oo. (4.7)
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Let ¢ = (@), u ()" e D.1(pr) and {¢n () }xs1 € {@n(-)} 51 as in Theorem 4.5. It is
important to remark that in the proof of Theorem 4.5, by using the inequality (Lemma 4.2,
Corollary 4.4, (3.2)):

YOl ey < U(@a() = U(pa(T)) < sup [U((Pn(T)) + gllun(T)llﬁ] +Cy<+o0,  (4.8)

we establish that
u,, (1) — u/(-) weakly in Ly(7,T; V), k — +oo. (4.9)
Let us prove that

¢, — @ in W, k— +oo. (4.10)

By contradiction suppose the existence of L > 0 and subsequence {¢x;};»; C {@n };>1 such
that for all for all j > Tmaxeerr gk () — @)l = llok; (t;) — @(t)|le > L. Without loss of
generality we suppose that t; — ty € [7,T],j — +oo. Therefore, by virtue of the continuity
of p: [1,T] — E, we have

lim
j—+oo

|0 (8) = ko) || 2 L. (411)
On the other hand, we prove that
¢, (t)) — @(to) in E, j — +oo. (4.12)
Firstly, we remark that (Theorem 4.5)
i, (1)) — @(to) weakly in E, j — +oo. (4.13)
Secondly, let us prove that

dim [l @], = ot (4.14)

Since ] is sequentially weakly continuous on V, U is sequentially weakly lower semi-
continuous on E. Hence, we obtain

to tj
U(p(t)) < lim U(gi (), f (AU (5),1/(5))yds < lim | (A (s),u},(s)) ds,

j—+oo T joto /T

(4.15)
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and hence

to

to
U(op(to)) +f (Ad'(s),u'(s)),ds < lim U((pkj(tj)> +I (AU (s),1/(s))ds

T j—+o

- to
< ].E?OOU((%(H)) + L (A (s),1/(s)), ds
tj

< lim (g (t)) + lim

]+ jo+o )T

< jliTPw <U <(Pk]- (tj)> + Ij <Au;cj(s),u;(j (s)>vds>.

(4.16)

<Au'k]_ (s), u;cj (s) >Vds

We remark that the last inequality in (4.15) follows from weak convergence of uj, (-) to u'(-)

in Ly(t,T; V) and because of the functional v — ITT(AD(S),U(S) )vds is sequentially weakly
lower semi-continuous on Ly (7, T; V).

Since the energy equation and (4.7) both sides of (4.16) are equal to U(p(T)) (see
Lemma 4.2), it follows that U(gpy,(t;)) — U(p(to)), j — +oo and then (4.14). Convergence
(4.12) directly follows from (4.13) and (4.14). Finally, we remark that (4.12) contradicts (4.11).
Therefore, (4.10) is true.

The theorem is proved. O

We define the m-semiflow G as G(t,&) = {&() | &) € D(&o)}, t > 0. Denote the set
of all nonempty (nonempty bounded) subsets of E by P(E)(B(E)). We remark that the
multivalued map G : R, x E — P(E) is strict m-semiflow, that is, (see Lemma 4.1) G(0,-) = Id
(the identity map), G(t + s, x) = G(t,G(s,x)) for all x € E, t,s € R,. Further, ¢ € G will mean
that ¢ € D(&p) for some ¢ € E.

Definition 4.7 (see [41, page 35]). The m-semiflow G is called asymptotically compact, if for any
sequence ¢; € G with ¢;(0) bounded, and for any sequence t; — +oo, the sequence ¢;(t;) has
a convergent subsequence.

Theorem 4.8. The m-semiflow G is asymptotically compact.

Proof. Let ¢, € G(tn,vn), vn € B € B(E), n > 1, t, — +o0, n — +oo. Let us check the
precompactness of {¢,},,; in E. In order to do that without loss of the generality it is
sufficiently to extract a convergent in E subsequence from {¢,},.;. From Corollary 4.4 we
obtain that there exist {¢,, };>; and ¢ € E such that ¢,, — ¢ weaklyin E, ||&, [[r — a > [|&l[E,
k — +oo. We show that a < ||¢||g. Let us fix an arbitrary Tp > 0. Then for rather big
k >1 G(ty, vn) = G(To, G(tn, — To,vn,)). Hence &, € G(To, P, ), where B, € G(tn, — To,Vn,)
and

6 := sup||Bu || p < +o0, (4.17)
k>1
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(see Corollary 4.4). From Theorem 4.5 for some {Zk;, i, } j»1 C {énes P Jio1, Pr, € E we obtain

¢eG(To, pr,), P, — Pr, weakly in E, j — +oo.

(4.18)

From the definition of G we set for all j > 1, = (y;(To), y;.(TO))T, B, = (v(0), y;.(O))T,g =
(¥o(To), ¥ (To))", Pr, = (¥0(0), y;(0))", where ¢; = (y;,¥)" € C([0, Tol; E), ¥} € L2(0,To; V),

]/}’ e LZ(O/ TO/ V*)/ d] e LOO (0/ TO/ H)/

Y (t) + Ay (t) + By;(t) + d;() = 0, dj(t)€dJ(y;(t)) forae. te (0,Tp), Vj>0.

Now we fix an arbitrary € > 0. Let for each t € [0,Tp], j > 0:

1
L(pi(0) = 3llos N7 + T (i 0) + (¥ 0, 30)
Then, in virtue of [8, Chapter IV],

dal.(p;(t
# = 2L (pj(t)) +2eHc (p;(t)) - €<Ay}(t),y,-(t) >V
- <Ay}(t),y}(t)>v, for a.e. t € (0,Tp),

where

1 !
£:(91(0) = T 30) - 3 (0,30 + |50

+ €<y}(t),yj(t))H, for a.e.t € (0,Tp).

Thus, for any j > 0 and t € [0, T]

To
I.(9j(To)) = I, ((p]-(O))e‘M0 +2¢ J‘o H, ((p]-(t))e‘2€(T°‘t)dt
To 26(To-t) fo 26(Ty—1)
) ! —2&(To—t _ ! ! —2&(To—t
_ gfo <Ay](t),y].(t)>ve dt fo <Ay]-(t),yi(t)>ve dt.

From (4.6), (4.18) and Lemma 4.2 we have

”y;(t)”; +lyio] + yf; ”y}(t)”idt <R, Vj>0, Vt€[0,Ty],

(4.19)

(4.20)

(4.21)

(4.22)

(4.23)

(4.24)
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where R > 0 is a constant. Moreover,

yj — yo weakly in Ly(0,Tp; V), y} — Yy, weakly in L,(0,Ty; V),
yj — Yo strongly in L(0, To; H), y;. — ¥, strongly in L,(0,Ty; H),

4.25
y}l — Yo weakly in L, (0, To; V*), d; — dy weakly in L,(0, To; H), (4.25)
Vte [0,To] yj(t) — yo(t) in H, y}(t) — yé(t) weakly in H, j— +oo.
Therefore,
Ty T
Le (i (1)) e > 0Dt — f Lo (9o (D) e 2T, j—s +oo,

0 0

To T (4.26)

Jim | {4y 5(0) e Nt 2 fo (Ao (), vy )y T,

The last inequality holds because of the functional v(-) — J'OTO(Av(t),v(t))Ve‘ZE(TO‘t)dt is
sequentially weakly lower semicontinuous on L, (7, Ty; V). Furthermore,

To
gfo (A (0, y)(1)) e dt = Z(Ay;(To), y;(To))y, = 5(A;(0),y;(0)) e ™
(4.27)

To
—SZJ‘ (Ay; (1), y; (1)) e T Ndt vj>o,
0

from which, by Corollary 4.4, we have

< 2¢ [)Ll + 2C3 62 4 2(C3 + C4))L1
=<5 M- M—p

To
) ’ —2¢(Tp-t)
e " (an,y0), e ar

], Vi>0. (428

Thus,

H Is (‘P](TO)) < Is (‘PO(O))eizth0 +
j—+o

T L (g,(0) = (o 0) | ™

T() TO
+2¢ f K (po(t))e TNt — ¢ f (Ayo(t), yo(t)), e T dt
0 0

To
- <Ay6(t)/ ]/6 (t)>V€728(T07t)dt + 4£Y
0

.)Ll +2c3 2 2(C3 + C4)J\1]
6”+
h—p h—p
A1 +2c3 & 2(c3 + C4)J\1],
M—p M—p

<I ((PO (To)) + 8% 4 48}’ [
(4.29)
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and, due to (4.25), forany Tp > O and ¢ > 0

1.0, 1, 1. 2 1. .5 2 2T M+2¢3 5 2(c3+ca)h
= <zat=-1 | <= 6°e™ 0 + 4 .
el < 50t =5 tim g [, < S1615E + 8% 2T+ dey| T 260+ = (4.30)
Hence, for all € > 0 we have
1 2 1 2 1 2 J\l + 2C3 2 2(C3 + C4))L1
= <-a" <= 4 4.31
SRl < 50 < SIEIE + dey | 6% 4 ST (431)
Thus, a = ||¢]|g-
The theorem is proved. 0

Let us consider the family X, = U,,ce®(yo) of all weak solutions of the inclusion (2.1),
defined on [0, +00). Note that X, is translation invariant one, that is, for all u(-) € X, and
all h > 0 we have uy(-) € X, where uy,(s) = u(h +s), s > 0. On X, we set the translation
semigroup {T(h)};50, T(R)u(-) = up(-), h > 0, u € K,. In view of the translation invariance of
K., we conclude that T(h) X, C X, ash > 0.

On K., we consider the topology induced from the Fréchet space CIOC(R+ ;E). Note
that

fu() — f() in C*°(RE) & YM >0 Tlyfu() — Ipf() in C([0, M;E),  (4.32)

where ITys is the restriction operator to the interval [0, M] [42, page 179]. We denote the
restriction operator to [0, +c0) by IT..

Let us consider the autonomous inclusion (2.1) on the entire time axis. Similarly to
the space C'°°(R,;E), the space C'°°(R;E) is endowed with the topology of local uniform
convergence on each interval [-M, M] C R (cf. [42, page 180]). A function u € C°°(R;E) N
L (R; E) is said to be a complete trajectory of the inclusion (2.1), if for all h € RIT,up(-) € K.
[42, page 180]. Let X be a family of all complete trajectories of the inclusion (2.1). Note that for
all h € R, for all u(-) € Kuy(-) € K. We say that the complete trajectory ¢ € K is stationary if
@(t) = zforallt € R for some z = (u, 0)" € E (rest point). Following [43, page 486], we denote
the set of rest points of G by Z(G). We remark that Z(G) = {(u,0)7 |ueV, Bu)+0](u)>0)}.

From Conditions H(B) and H(J) and [39, Chapter 2], the following follows.

Lemma 4.9. The set Z(G) is nonempty and bounded in E.

From Lemma 4.2, the existence of Lyapunov function (see [43, page 486]) for G fol-
lows.

Lemma 4.10. The functional U : E — R, defined by (4.3), is a Lyapunov function for G.
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5. Existence of the Global Attractor

First we consider constructions presented in [43, 44]. We recall that the set «/ C E is said to be
a global attractor for G, if

(1) o is negatively semi-invariant (i.e., &# C G(t,<#) for all t > 0);
(2) o is attracting set, that is,

dist(G(t,B),#) — 0, t—> +oo VB € B(E), (5.1)

where dist(C, D) = sup__. infsep||c — d||f is the Hausdorff semidistance;

(3) for any closed set Y C E, satisfying (5.1), we have «/ C Y (minimality).

The global attractor is said to be invariant, if # = G(t, #4) for all t > 0.
Note that from the definition of the global attractor it follows that it is unique.
We prove the existence of the invariant compact global attractor.

Theorem 5.1. The m-semiflow G has the invariant compact in the phase space E global attractor 4.
For each ¢ € K the limit sets:

a(yp) = {z € E| ¢(t;) — z for some sequence tj — —oo},
(5.2)
w(p) ={z € E|y(tj) — z for some sequence tj — +oo},

are connected subsets of Z(G) on which U is constant. If Z(G) is totally disconnected (in particular,
if Z(G) is countable) the limits:

z_ = lim ¢(t), Z, = tlim w(t) (5.3)

t— -0

exist; z_ and z., are rest points; furthermore, ¢(t) tends to a rest point ast — +oo for every ¢ € K.

Proof. The existence of the global attractor with required properties directly follows from
Lemmas 3.2, 4.1, 4.9, and 4.10, Theorems 4.5-4.8 and [41, Theorem 2.7]. O

6. Properties of Complete Trajectories

We remark in advance (Section 4):
VheR, Vu(-) e X uy() € K. (6.1)

Lemma 6.1. The set K is nonempty, and

VE()e K, VEER () e, (6.2)

where A is the global attractor from Theorem 5.1.
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Proof. Let us show that X # (. Note that in virtue of Lemma 4.9, the set Z(G) is nonempty and
bounded in E. Let (v,0)" € Z(G). We set u(t) = v for all t € R. Then (u,u/)" € X #0.

Let us prove (6.2). For any y € X there exists d > 0: ||y (t)||z < d for all t € R. We set
B = Uier{y(t)} € B(E). Note that forall 7 € R, for all t € R, y(7) = yr—(t) € G(t, y-—(0)) C
G(t, B). From Theorem 5.1 and from (5.1), it follows that for all € > 0 there exists T > 0: for all
T € Rdist(y(r), «#) < dist(G(T, B), #) < €. Hence taking into account the compactness of «#
in E, it follows that y(7) € & for any 7 € R. O

Lemma 6.2. The set X is compact in C'°(R; E) and bounded in L, (R;E).

Proof. The boundedness of X in Ly, (R+; E) follows from (6.2) and from the boundedness of
A inE.

Let us check the compactness of X in C'°(R; E). In order to do that it is sufficient to
check the precompactness and completeness.

Step 1. Let us check the precompactness of X in C'°(R; E). If it is not true then in view of
(6.1), there exists M > 0: [Ty K is not precompact set in C([0, M]; E). Hence there exists a
sequence {v,},s; C Iy, that has not a convergent subsequence in C([0, M]; E). On the
other hand v, = I1pu,, where u, € X, v,(0) = u,(0) € &4, n > 1. Since & is compact set in
E (see Theorem 5.1), then in view of Theorem 4.6, there exists {vy, };>1 C {vn},51, there exists
11 € E, there exists v(-) € Do am(1): vn, (0) — ninE, v, — vin C([0,T;E), k — +oo. We
obtained a contradiction.

Step 2. Let us check the completeness of X in C'°°(R; E). Let {Un}us1 C K, v € Clo°(R; E):
v, — vin C°(R;E), n — +oo. From the boundedness of X in L. (R;E), it follows that
v € L (R; E). From Theorem 4.6 we have that for all M > 0 the restriction v(-) to the interval
[-M, M] belongs to D_pra(v(—M)). Therefore, v(-) is a complete trajectory of the inclusion
(2.1). Thus, v € X. O

Lemma 6.3. Let & be the global attractor from Theorem 5.1. Then
VyeA Jy() e X: y(0) =yo. (6.3)
Proof. Let yo € A4, u(:) € D(yo). From Theorem 5.1 G(t, #) = <4 for all t € R,. Therefore,

u(t)eH4 VteR,,

(6.4)
Vned R eA Ip,() €D01(@): ¢y(1) =1.
For any t € R, we set
u(t), teR,,
y(t) = (65)
(py(,kﬂ)(t +k), te[-k,-k+1),keN.

Note that y € C'°(R;E), y(t) € o for allt € R (hence y € L,(R;E)) and in view of
Lemma 4.1, y € X. Moreover y(0) = yo. O
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7. Existence of the Trajectory Attractor

We shall construct the attractor of the translation semigroup {T'(h)};so, acting on X,. We
recall that the set P C C1°(R,; E) N Lo, (R,; E) is said to be an attracting one for the trajectory
space K. of the inclusion (2.1) in the topology of C'°(R,;E), if for any bounded (in
Lo (R4; E)) set B C X, and an arbitrary number M > 0 the next relation:

diStC([Q,M];E) (HMT(t)B, HM/)) — 0, t— +0 (71)

holds.
Aset U C K, is said to be trajectory attractor in the trajectory space X, with respect to

the topology of Cl°(R,; E) (cf. [42], Definition 1.2, page 179), if

(i) U is a compact set in Cl¢(R,; E) and bounded in L, (R,; E);
(ii) U is strictly invariant with respect to {T (h) },, thatis, T(h)% = U for all h > 0;
(iii) % is an attracting set in the trajectory space X, in the topology C'**(R,; E).

Note that from the definition of the trajectory attractor it follows that it is unique.
The existence of the trajectory attractor and its structure properties follow from such
theorem.

Theorem 7.1. Let 4 be the global attractor from Theorem 5.1. Then there exists the trajectory attrac-
tor P C K. in the space K., and we have

P=TLK={yeK, |ylt)eAVteR,}. (7.2)

Proof. The proof intersects with proofs of corresponding statements from [14, 45] (see papers
and references therein), and it is based on previous sections results.

From Lemmas 6.1 and 6.2 and the continuity of the operator I, : Clo°(R;E) —
Cloc(R,; E) it follows that the set IT, X is nonempty, compact in C'¢(R,; E) and bounded
in L, (R4; E). Moreover, the second equality in (7.2) holds (Lemma 6.1 and the proof of
Lemma 6.3). The strict invariance of I'T, X follows from the autonomy of the inclusion (2.1).

Let us prove that I'T. X is the attracting set for the trajectory space X. in the topology
of C°(R,; E). Let B C X, be a bounded set in Lo, (R,; E), M > 0. Let us suppose M > 0. Let
us check (7.1). If it is not true, then there exist € > 0, the sequences t, — +o0, v,(-) € B such
that

Yn>1 diStC([O,T];E) (IMpoy(t, + ), I K) > . (7.3)

On the other hand, from the boundedness of B in L. (R,; E) it follows that there exists R > 0:
forall v(-) € B, for all t € R, ||v(t)||r < R. Hence, taking into account (5.1) and the asymptotic
compactness of m-semiflow G (Theorem 4.8), we obtain that there exists {v,, (t;)}s1 C
{vn(tn) } 151, there exists there exists z € o4: v, (t,,) — zin E, k — +oo. Further, forall k > 1
we set @k (t) = vy, (tn, + 1), t € [0, M]. Note that for all k > 1¢x(-) € Do (U, (tn,))- Then from
Theorem 4.6 there exists a subsequence {¢y; | j»1 C {¢k}1>1 and an element ¢(-) € Do r1(2):

¢k, — ¢ in C([0, M[;E), j— +oo. (7.4)
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Moreover, taking into account the invariance of & (see Theorem 5.1) for all t € [0, M]¢(t) €
. From Lemma 6.3, there exist y(-), v(-) € X: y(0) = z,v(0) = ¢(M). For any t € R we set

y(t), t<0,
@(t) = § o), te [0, M], (7.5)
v(t-M), t>M.

In view of Lemma 4.1 ¢ (-) € K. Therefore, from (7.3) we obtain
Vk>1 |Tyop, (ty +-) - HM‘I’(')HC([O,M];E) = |lx - ‘PHC([O,M];E) 2 € (7.6)

that contradicts with (7.4). We reason in the same way when M = 0.
Thus, the set D constructed in (7.2) is the trajectory attractor in the trajectory space X.
with respect to the topology of C'°(R,; E). O

8. Auxiliary Properties of the Global and Trajectory Attractors

Let &/ be the global attractor from Theorem 5.1, and P the trajectory attractor from
Theorem 7.1. From previous sections results we have

# is a compact set in the space E;

P is a compact set in the space Cl°°(R,; E); (8.1)
P=TLK={yeX |ylt)eAVteR,}={yeK,|y0) e}

where X is the family of all complete trajectories of the inclusion (2.1), I'l; is the restriction
operator on R,. Moreover,

X is a compact in the space C°°(R; E); (8.2)
V¢(-)e K, ViEeRE(t) e (8.3)
Vyo e, ViheR El]/() e X y(to) = Yo. (84)

8.1. “Translation Compactness” of the Trajectory Attractor

For any y € X let us set
H(y) = e {y(- +5) | s € R} ¢ C°°(R; E) N L*(R; E). (8.5)

Such family is said to be the hull of function y(-) in = = C(R; E).

Definition 8.1. The function y(-) € E is said to be translation-compact (tr.-c.) in = if the hull
H(y) is compact in =.
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Similar constructions for the set of functional parameters that are responsible for
nonautonomy of evolution equation are considered, for example, in [46, page 917].

Definition 8.2. The family U C = is said to be translation-compact if H (%) = cl={y(- +5s) | y()
€ U, s € R} is a compact in =.

From the autonomy of problems (2.1) and (8.2), the following follows.
Corollary 8.3. X is translation-compact set in Z.

From autonomy of system (2.1), applying the Arzeld-Ascoli compactness criterion (see
the proof of Proposition 6.1 from [46]), we obtain the translation compactness criterion for
the family X:

(a) theset {y(t) | y € K} isacompactin E forallt € R;

(b) there exists a positive function a(s) — 0+ (s — 0+) such that

lyt) -yt)|[p <a(ti-t2)) YyeX, Vh heR (8.6)

Similarly, if we set =, = Clo¢(R,; E), we obtain the following.

Corollary 8.4. D is translation-compact set in =,.

8.2. Stability

Definition 8.5 (see [43, page 487]). The subset F C E is Lyapunov stable if for a given € > 0 there
exists 6 > 0 such that if D C E with dist(D, F) < 6 then dist(G(t, D), F) < ¢ for all t > 0.

From [43, page 487], it follows that F is Lyapunov stable if and only if given {¢; ()} ;5; C
K, with dist(¢;(0), F) — 0,j — +oo and t; > 0 we have dist(¢;(t;),F) — 0,j — +co.

Definition 8.6 (see [43, page 487]). The subset F is uniformly asymptotically stable if F is
Lyapunov stable and it is locally attracting, that is, if it attracts a neighborhood of F (see [43,
page 482]).

Note that bounded attracting set is locally attracting one.
Corollary 8.7. The global attractor o# from Theorem 5.1 is uniformly asymptotically stable.

Proof. The proof follows from the definition of G, [43, Theorem 6.1], properties of solutions
from Lemma 3.2, Theorem 4.6, and from the autonomy of problem (2.1). O

Similar results are true for sets ) and X in corresponding extended phase spaces.

8.3. Connectedness

Definition 8.8 (see [43, page 485]). The m-semiflow G has Kneser’s property, if G(t,z) is
connected foreach z € E, t > 0.
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Corollary 8.9. If G has Kneser’s property, then & is connected.

Proof. The proof follows from [43, Corollary 4.3], Lemma 3.2, and from the connectedness of
the phase space E. O

Note that Kneser’s property for G can be checked by different way (see, e.g., [35, 36,
47]). In order to do that as a rule, it is required an auxiliary regularity of interaction functions.
In the general case, Kneser’s property for problem (2.1) can be checked using the method
of proof from [47, Theorem 5], where we can consider Yosida approximation instead the
proposed approximation.

Corollary 8.10. If X, is connected, then X C Clo°(R; E) is connected, and ) C C'°(R,;E) is
connected.

Proof. The proof is trivial. O]

9. Applications

As an application we consider the hemivariational inequality of hyperbolic type with mul-
tidimensional “reaction-displacement” law [19] (see Problem (1.1)—(1.6), undermentioned
above conditions). From results of previous sections, it follows the next result.

Corollary 9.1. The m-semiflow G constructed on all generalized solutions of (1.1)—(1.6) has the
compact invariant global attractor A. For all generalized solutions of (1.1)—(1.6), defined on [0, +o0),
there exists the trajectory attractor [, and we have

4=p0)={y(0) |y e X}, pP=ILK, (9.1)

where K is the family of all complete trajectories of corresponding differential-operator inclusion (2.1)
in C'°(R; E) N L, (R; E). Moreover, global attractors are equal in the sense of [44, Definition 6, page
881 as well as in the sense of [42, Definition 2.2, page 182].

For each ¢ € K, the limit sets:

a(y) ={z € E | ¢(tj) — z for some sequence t; — —co},
9.2)
w(y) ={z € E| ¢(tj) — z for some sequence t; — +o},

are connected subsets of Z(G) on which U is constant.

Thus, all statements of previous sections are true for all generalized solutions of
problem (1.1)-(1.6). In particular, all displacements and velocities are “attracted” as t —
+oo to all complete (defined on the entire time axis), globally bounded trajectories of
corresponding “generalized” problem (2.1), which belong to compact sets in corresponding
phase and extended phase spaces. Note that approaches proposed in works [42, 44] are based
on properties of solutions of evolution objects. Our approaches are based on properties of
interaction functions from (2.1) and properties of phase spaces.
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