ITERATIVE SOLUTION OF
UNSTABLE VARIATIONAL INEQUALITIES
ON APPROXIMATELY GIVEN SETS

Y. I. ALBER, A. G. KARTSATOS, AND E. LITSYN

ABSTRACT. The onvergence and the stability of the iterative regularization
method for solving variational inequalities with bounded nonsmooth prop-
erly monotone (i.e., degenerate) operators in Banach spaces are studied.
All the items of the inequality (i.e., the operator A, the “right hand side” f
and the set of constraints §2) are to be perturbed. The connection between
the parameters of regularization and perturbations which guarantee strong
convergence of approximate solutions is established. In contrast to previ-
ous publications by Bruck, Reich and the first author, we do not suppose
here that the approximating sequence is a priori bounded. Therefore the
present results are new even for operator equations in Hilbert and Banach
spaces. Apparently, the iterative processes for problems with perturbed sets
of constraints are being considered for the first time.

1. INTRODUCTION AND PREVIOUS RESULTS

We consider iterative methods for solving variational inequalities with
monotone operators in Banach spaces. A typical example of such prob-
lems is the problem of optimization of convex functionals on convex closed
sets. Recall that the gradient of a convex functional defined in a Banach
space B is a monotone, in general nonlinear and nonsmooth, operator act-
ing from B to the dual space B*. Particular cases of variational inequalities
are problems of solving operator equations in Banach spaces, problems of
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finding saddle points of convex-concave functionals, equations with general
elliptic operators, etc. [25, 28, 17].

Assume that B is a uniformly convex Banach space. Denote by (g, z) the
dual product in B, i.e., the pairing between ¢ € B* and = € B. Let ||| be a
norm in B, and |||/« be the norm in B*. Let {2 be a convex closed set in B, A
be a bounded monotone operator from B to B* with domain D(A) C B and
range R(A) C B*, Q C intD(A) (intD(A) stands for the interior of D(A)).
Recall that an operator A is called “bounded” if it maps bounded sets of B
onto bounded sets of B*; an operator A is called “monotone” if for every
r1,22 € B, y1 € Az and yo € Axo,

(1) (Y1 — y2, 71 — 12) >0,

“strongly monotone“ if

(2) (y1 — y2, w1 — x3) > ¢|lzy — 2]|?, ¢ = const > 0,
and “uniformly monotone“ if

(3) (Y1 — y2, 1 — m2) > P(||21 — 22||),

where 9 (t) is a continuous nondecreasing positive function for ¢ > 0, ¥(0) =
0.

If A satisfies some continuity condition (for example, demi-, hemi- contin-
uity) then in the inequalities (1)-(3) we set y3 = Az; and ya = Azy. An
operator A is called maximal monotone (in the sense of inclusion) if its graph
is a maximal monotone set [19, 25, 28].

We define A : B — B* to be a “proper monotone” operator if it is mono-
tone and there is no other strengthening of the condition (1) (for example,
to the levels of (2) or (3)).

It is well known [1, 2] that the problem of finding a solution z* € 2 for
the variational inequality

(4) (Az* — fix —2*) >0, VYxeQ, feB*

with a proper monotone operator A belongs to the class of ill-posed problems.
It is unstable with respect to perturbations of all of its terms: the operator
A, 7the right-hand side” f and the set of constraints 2. That is why the
conventional approximate methods of relaxation type (gradient methods,
Newton methods, etc.) do not, in general, converge to the solution z*,
which, moreover, does not necessary exist. In compliance with the concept
of ill-posed problems here we assume that there exists a nonempty set N of
solutions to the variational inequality (4).

By a “solution” of (4) we understand an element z* € €2 for which there
exists y € Az* such that the inequality

(y—f,x—2a%)y >0, Ve,

is satisfied. Here A is the maximal monotone extension of A on Q (which
always exists by the Zorn’s lemma). If A is continuous, then x* is a classical
solution. If A is maximal monotone and 2 = B, then z* is a solution in the
sense of inclusion, i.e., f € Azx™.
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It is well known that IV is a convex closed set (see, for instance, [15]). Due
to the reflexivity of B, there exists a unique element Z* of minimal norm

5 z*|| = mi .
(5) 127 = min |lz|

Moreover, the concept of an ill-posed problem assumes the application of a
regularization procedure to the variational inequality with perturbed initial
data, to ensure that the convergence of the approximate solutions is stable.

As regularizing (smoothing) operators we consider the one-parameter fam-
ily

S(a,x) = alx,

where « is a positive parameter of regularization and J is a normalized
duality mapping. Recall that J : B — B* is called the “normalized duality
mapping” if

(6) [Tzl = |, (Jz,z) = ||z]*

The duality mapping exists in every Banach space. The (generally nonlinear)
operator J is always monotone, coercive and bounded. It is also hemi-
continuous in smooth reflexive Banach space, uniformly continuous on every
bounded set in uniformly smooth Banach space, and uniformly monotone
on every bounded set in uniformly convex Banach space [9, 10]. If B is a
Hilbert space, then J is the identity operator I. If B is a strictly convex and
reflexive along with its dual, and J* : B* — B, is the normalized duality
mapping in the space B*, then J* = J~!, where J~! is the inverse of the
mapping J. If B is smooth, i.e., the norm of B is differentiable in the sense of
Gateaux, then Jx = grad(||z||?/2). Let us notice that these same properties
are shared by the duality mapping J” with the gauge function v(t) :

(7) 1770 = vzl Tz, 2) = v((le])llz],

which also plays an important role in the general theory of monotone and
accretive operators.

Assume that instead of A, f, and Q perturbed values A", f* and Q,,
depending on positive parameters h,w, and o respectively are given. Fur-
thermore, let

(8) Hpe (M" (), M (2)) < h¢(||])),
(9) 1 = fll+ < w,
(10) HB(QJaQ) <o.

Here Hx(Q1,Q2) is the Hausdorff distance between the sets @1 and @2 in
the space X (see, for example, [2]), M(z) and M"(z) are the ranges of the
operators A and A" in z, where A and A" stands for the maximal extensions
of the corresponding monotone operators, ((t) is continuous non-decreasing
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function for ¢ > 0, bounded on bounded sets. If A and A" are continuous
then (8) is replaced by the inequality

1A%z — Azl < R¢(||z])).

In what follows we assume that A" are monotone operators, D(A") = D(A)
for all h > 0(A° = A), and €, are convex closed sets for all o > 0, (g =
), Q, C intD(A). Using S(a, x) = aJx as the smoothing operator we have
the following regularized variational inequality:

(11) (Ahz® 4 aJal — [ 2 —28) >0, Yz € Qp, A = (h,w,0),

recently studied by Alber and Notik [2, 11].

The following two main problems are naturally posed for the variational

inequality (11):

1. Find the connection between parameters h,w, and o of the problem
and the regularization parameter «, securing convergence of the ap-
proximate solutions z5 to the solution z* of the initial inequality (4),
and their stability.

The simplest of the known relations is the following: A/a — 0 as

a — 0. Namely, under this very condition convergence 5 — &* is

proved in [2, 11]. However, this choice of « is not single-valued and

does not guarantee the regularization properties of the approximate

solutions to the variational inequality (11). Therefore, the following
problem is stated:

2. Justify a single-valued choice of the regularization parameter a pro-
viding regularizing properties of the approximate solutions. In other
words, the given perturbing parameters A = (h,w, o) have to provide
a single-valued choice of «, continuously tending to zero along with
A — 0. Then the limit relation 5 — * is guaranteed.

(0%

In this case the method of finding solution x5 from (11) along with the
way to choose « is called the operator regularization, in contrast to the
iterative regularization to be discussed in what follows.

The operator method of regularization has got a great deal of interest.
For linear equations with exact data in Hilbert spaces it was studied by
Lavrentjev in [27] and Lattes and Lions in [26]. Here the regularizing family
is especially simple, namely, S(«,z) = al.

Browder [20] and Bakushinskii [17] used a strongly and uniformly mono-
tone operators M (z) in Hilbert spaces:

(12) (Mz — My,z —y) = |z —yllv(lz - yl),

P(t) >0, 0<t<oo, ¥(0)=0, ¥(0) = o0 as t — oo,

as the regularizing operators for variational inequalities. Unfortunately, in
[20, 17] there are no examples of such operators for Banach spaces. In
the work [1] Alber has first applied the duality mappings as regularizing
operators for solving equations with exact and approximate data in Banach
spaces. The duality mappings do not satisfy the condition (12) even in
smooth Banach spaces: generally speaking, they are uniformly monotone
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on bounded sets. This makes apparent difficulties in investigation of the
methods mentioned above. Nevertheless, duality mappings turn out to be an
exceptionally efficient tool for regularization of unstable problems in Banach
spaces (operator equations, variational inequalities, problems for calculating
values of unbounded operators, convex optimization problems, etc.). This
allowed to get the most of the results about convergence and stability [2,
4, 11, 15, 16, 24, 29, 30, 35, 36] which have been known previously only for
Hilbert spaces, mainly, in linear cases (cf. [32]). In addition, let us point out
that duality mappings have an analytical descriptions for the most important
Banach spaces, namely, IP, LP, HP | 1 < p < oo [3] and Orlicz spaces with
Luxemburg norm [12].

It is a special question how to choose the parameter of regularization. The
most popular approach is based on the so called the residual principle. For
linear equation and regularization of the variational type in Hilbert spaces,
it was first proposed and studied by Ivanov and Morozov (see [23, 32]). For
nonlinear problems and regularization of the operator type in Banach spaces,
it was first investigated by Alber in [4] (see also [15]). Let us illustrate the
idea of this approach by finding the solution * to the operator equation
Az = f with properly monotone hemi-continuous operator A acting from a
uniformly convex Banach space B to the dual strictly convex space B*. Let,
for simplicity, the equation is defined only with a perturbed RHS f“, w > 0.
According to (11) the regularized equation is

(13) Az +adz =<, a>0, |[[fY—fl«<Lw.

In fact [1], ¥ — &* for @« — 0 and w/a — 0. However, the last relations do
not provide the regularization properties of (13) in the sense that they do
not guarantee convergence z¥% — z* only under the condition w — 0. In the
principle of the residual we choose a@ = & from the condition

(14) r(@) = | Az — f*|ls =w®, 0<s< L.

Moreover, ¥ converge strongly to z* if w — 0 and 0 < s < 1, and converge
weakly if w — 0 and s = 1. In the both cases as a consequence we get
the following limit relations: & — 0 for w — 0; w/a@ — 0 for 0 < s < 1,
and w/@ < const for s = 1. This justifies approximating the solution z*
by the solutions z¢ of (13) for a fixed w. In this very form the problem
of finding x* € N is mostly close to the reality, and corresponds to the
fundamental principle of selection of the approximate solution in correct
(stable) problems: residual in the approximate solution has to be satisfied
with the accuracy not exceeding the error of the RHS.

Of special importance in applications are equations and variational in-
equalities with maximal monotone, possibly multi-valued, operators [7, 19].
Evidently, the residual principle in the form of (14) is not applicable in these
cases. The reason is that the residual r(@) becomes a multi-valued function
of &, but in the proof we require this function to be continuous. In order
to overcome this difficulty Alber in [4] proposed significant generalization of
the residual principle. The idea of it is as follows: on the solutions :U‘&“h of
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the regularized equation

(15) Algol f o jah = fo w >0, h>0,
with maximal monotone operators A", the residual is

(16) A" — [ = allz" .

Hence the function r(a) = al|z%"| is natural to be called the generalized
residual on approximate solutions z%" (in other points it is of no inter-
est). The function r(«) is continuous, single-valued and monotone increas-
ing. Moreover, if A is hemi- (demi-)continuous operator then r(«) coincides
with the classical residual ||Az%" — f¢||,. It has been shown in [15] that the

generalized residual principle in the form

alz2" = (h+w)*, 0<s<1,

where :Ug’h is the solution of (15) for a = & is the regularizing algorithm as
w,h — 0. The statement completely corresponds to the case of continuous
operator A. The principle of generalized residual proved to be exceptionally
fruitful not only for the problems with maximal but even for discontinuous
monotone operators. Moreover, Ryazantseva [35] was first to use this prin-
ciple for variational inequalities where the classical notion of residual is not
defined even in the continuous case (see also [16]). The similar principle of
the smoothing functional was studied in detail by Alber and Liskovets [8].

At last, let us mention the papers where under consideration were con-
vergence and stability of the regularization method in the operator form for
variational inequalities with perturbed sets 2. In the most complete form
it was studied recently by Alber and Notik [11] and Alber [2]. Different
particular cases appeared earlier in Mosco [31], Bakushinskii [18], Liskovets
[30], Ryazantseva [36], etc. The principle of the residual for such problems
has been obtained by Ryazantseva [36] for Hilbert spaces, for Banach spaces
the problem is still open.

Thus, the operator method of regularizing variational inequalities in Ba-
nach spaces has been developed in satisfactory completeness. However, this
method by itself does not give a final solution to the problem, - for every fixed
« it requires solving a nonlinear problem of type (15). In contrast to this
the iterative regularization method gives successive approximations to the
solution z* on every step of the iterative process. Here the parameters of the
regularization are preassigned. Let us emphasize that the residual principle
in the methods of iterative type has been studied in Hilbert spaces for linear
equations and for iterative sequences of the form x,1 = =, — a(Ax, — f)
(see Vainikko [37]).

1. MAIN RESULT

The process of proving convergence and stability of iterative regularization
includes the operator regularization of the form

(17) (Azp + adzp — fox — 2z) >0, VzeQ,,.
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The method of iterative regularization which we consider can be described
by the following iterative procedure:

(18) Jrp1 = Jr, — 6n(yhm£n + amJ Ty — [ + gm), yhm e Ahm

_ _ J(x, — X

(19 = (@ + @l + g0 — for )20,
| Zn — Znl

(20) m=mn-+ng, mng=const>0, =z,=J"Jzr, =z €B.

Here z,, = Ppx, is the metric projection of x, on 2. Since ) is a convex
closed set in a reflexive space then for arbitrary x, € B there exists the
unique z, € Q [3].

Analogously to (8) and (9) assume that Q,, C intD(A) are convex sets,
D(AM) = D(A) and for € D(A) the following inequality holds:

(21) Hp-(Az, Ahnz) < ¢(||z]))hn, 0 < by <A,
(22) [f" = flls« Cwny, 0L wy, <@
(23) HB(QUn7 Q) <on, 0<0,<0, opt1<on.

The method of iterative regularization was first studied by Bruck and Ba-
kushinskii in Hilbert spaces (see [21, 17]). They used the following scheme
of the proof: according to the inequality

(24) [Znt1 — T < |lzng1 — 25| + 2041 — 2041
on the fist stage convergence to T* of the solutions z, to the variational
inequality
(Azp + anzn — fyx —2zp) >0, VYreQ
was established. On the second stage the limit relation

(25) lim ||z, — z,|| =0,

n—00
was proved. Here
(26) T = Polx, —en(AM 2, + apz, — 7)), n=1,2,...
Such a scheme stems from Alber [5] where stabilization of the method of
continuous regularization
dx(t)
dt

in Hilbert space H for solution of the operator equation Az = f with con-
ditions

(27) +AW(t) + alt)z(t) = F(b), wlt)) =x0, to <t < ox,

1F(8) = fllar < w(®),
IA(t) — Allar < (1),

was studied.



52 Y. ALBER, A. G. KARTSATOS, AND E. LITSYN

The method of iterative regularization of operator equation Ax = f
Tn+1 :$n*5n(Ahnxn+anl'n*fwn)a n=12...

is the difference approximation of the differential equation (27) according to
the simplest Euler scheme.

In application to variational inequalities the following fundamental state-
ment strikes: a point z* € Q C H is a solution of the variational inequality

if and only if 2* is a solution of the operator equation

(28) x = Po(z — e(Az — f))

with an arbitrary ¢ > 0. Successive approximations for the regularized
equation (28) with perturbed data give the iterative sequence (26).

In Banach spaces iterative regularization was considered in [6] only for
nonlinear equations Az = f with monotone operators A : B — B*. Transi-
tion from Hilbert to Banach spaces is not trivial due to the following reasons.
First of all, using conventional Lyapunov functionals V;(z) = ||z — 2*||? or
Va(z) = ||Jz — Jz*||? leads to unnatural a priori assumptions being outside
the framework of the theory of monotone operators. To avoid this it was
proposed in [6] (and earlier in [9]) to use in Banach spaces a new Lyapunov
functional

(29) V(Jz,a*) = (|J2]Z - 2(Jz,27) + [2*]*) /2,

that does not require any a priori structure assumptions but monotonicity of
the operator A. However, using such functional essentially complicates the
proof, and the question of relations between V' (Jz, x*) and the conventional
functional V;(z) becomes of major importance since the final results should
be stated in terms of Vi (z).

Second, it turned out that in Banach spaces it is necessary to use the
geometry of these spaces in order to investigate convergence and stability of
iterative processes. In Hilbert spaces there is no such problem, more pre-
cisely, the geometry of Hilbert spaces is trivial enough, and it is automatically
employed in squaring the norm ||z — z*|| in the Lyapunov functional V;(z),
which is equivalent using the parallelogram equality [22]

lz +yll7 + Nl =yl = 2=/l + 2]lyllZ.

Third, in Hilbert spaces the operator (A4al) of (24) is strongly monotone
all over the space, in contrast to Banach spaces the operator (A 4+ a.J) is
uniformly monotone only on the bounded sets. This is essentially used in
the proof of uniform boundedness of approximate iterations and turns out
to be the most difficult point in the theory of iterative methods.

Now let us summarize the main characteristics which distinct this paper
from previous works:
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1. In [6] iterative regularization of operator equations in all the space B was
studied in the form

(30) Jns1 = Jan — en(y' + anJx, — f<0), ym e Ahng,,

Tn=J"Jr,, n=0,1,..., x9€B.

In the present paper we study the iterative regularization method for varia-
tional inequalities which uses the operation of metric projection on 2 under
the sign of the operator A (cf. [13]) and the additional ”"penalty” term (19).
2. In [6] it was a priori assumed that the sequence (30) is bounded (the
same in [21, 34]). Here we omit this requirement. Therefore, the results
obtained in this paper turn out to be new even for operator equations in
Banach spaces.

3. In this paper we are first to consider stability of iterative processes for
variational inequalities in relation to perturbation of the set €.

Denote by dg(¢), € € [0,2] the modulus of convexity, by pp(7), 7 > 0, the
modulus of smoothness of B [22], gg(¢) = dp(e)/e. Assume that the inverse
function g5'(-) exists. It is known that gg(e) and g5'(-) are nondecreasing,
and dp(e) and pp(7) are increasing functions, d5(0) = pp(0) = 0. We also
consider the function u(t) = dit? + dapp(t), which is increasing along with
its inverse pu~1(+) (dy and dy are positive constants). It is possible to assume
that dg(g) > ce?, where v > 2 and c is a positive constant. This assumption
is not too restrictive since, on one hand, a direct calculation of dg(¢) in the
spaces [P, LP, WP 1 < p < oo, and in some Orlicz spaces, shows that it
allows the corresponding lower estimate

6p(e) > (p—1)e%/16, 1<p<2,

dp(e) 2 p (/2P p=2.
On the other hand, the Pisier theorem [33] states that the same result up
to isomorphism is valid for arbitrary uniformly convex Banach space. Thus,
without loss of generality, we assume the following: there exists continuous
on [0, 2] convex increasing function ép(¢), 65(0) = 0, such that

(31) dp(e) > 53(6).
Our aim is to prove the following result.
Theorem 1. Let B be an uniformly convex Banach space, B* be its dual.

Moreover, assume that

1. &* is the solution of the variational inequality (4) of minimal norm;
2. The operator A : B — 28" is monotone bounded with @-arbitrary
growth order, 1.e.

(32) lyll« < e(l=l)), Vy e Az,

where @(t) is a continuous nondecreasing function for t > 0.
3. The perturbations of the operator A, the element f and the conver set
Q are given with errors and satisfy (21)-(23).
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4. In the method (18)-(19) the initial approzimation x¢ satisfies the in-
equality V(Jxo, 2n,) < Ro, where Ry is an arbitrary constant, zn, is
the solution of the variational inequality

(33) (Az +anyJz — fiz —2) >0, Vo € Qp, ,
and ng satisfies (62).

5. Y02 QpEn = 00.
6. There exist constants a > 0, and b > 0, such that

o ay — o
lgaa |n n+1|§b7
(679 (679
and for n — oo
B+ (g wp+hyten+o
a, — 0, PB\en) (")—>0, noon o TR,
Qpn (679

(34)

ap —
95" (,/U”Jr’ = "+1|>/anen—>0.
Qp COn

Then the sequence {x,} generated by the iterative method (18)-(19) converges
strongly to x*.

2. AUXILIARY LEMMA
As a preliminary, let us show validity of the following ” proximity lemma”.

Lemma 1. Suppose that
(i) B is a uniformly convexr Banach space with the modulus of convezity

53 g);
(ii) the( s)equences {z1} and {z2} of the solutions to the variational inequal-
1ties
(Thz1 +anJzi,e—21) >0, VeeQ CB, z€Q, a >0,
<T22’2+042JZQ,1’—22> >0, VreQy CB, 2z, a>0,
are bounded for all oy and ag respectively, i.e. ||z1|| < My, ||z2] < My;
(iii) the operator Ty is monotone and bounded on the sets {z1} and {z2},
i.e. [|[Tiz1]]« < Mo and || Ty 2z2||« < M, My = const.;
(iv) Hp=(T1(2),T2(2)) < wC(||zl]), where z is an arbitrary element of {z2};
(v) Q1 C D and Qy C D are convex closed sets, Hp(21,Q2) < o09; D =
D(Th) = D(17).
Then the following estimate is valid:

_ fof o] — w
(35) llz1 — 22| §01931 (031/0+C4|12|+C5> 7
aq (05} aq

where
c1 < 2max{1, M},

co = 2Ms + a1 My + ao My + w( (M),
c3 = max{1,27'Lep}, 1< L <3.18,
Cq = QClLMl,
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cs = 2c1 L¢(My),
Proof. We consider the expression
D = (Tiz1 + a1Jz1 — Tozo — cvaJ 29, 21 — 22)
= (Thz1 —Thzo+ a1(Jz1 — Jz2) + Thzo — Toza + (a1 — ) J 22, 21 — 22).
By virtue of monotonicity of 77,
(Thzy — Thz9,21 — 22) >0
In [9, 10] an estimate of the adjoint mapping was given:
(Jz1 — Jzg, 21 — 20) > (20) " 105(|| 21 — 22| /c1),
Then we have
D> a1(20) 'op([l21 = 2ll/e1) = [Tize — Tozz|li]|21 — 22
— |on — asfl|z2||[|lz1 — 2|
> —[lz1 — 22| (WC([[M1]) + M|y — o)
+a1(2L) " 'op([lz1 — 2ll/c1).

On the other hand, since Hp(2,22) < o0p, then for zo € Q9 there exists
zZ1 € Oy such that ||z2 — Z1]| < 0 and

(36)

(Thz1 + oz, 21 — 22) = (Thzr + aJz1, 21 — 21 + 21 — 22)
= (Thz1 +o1dz1,21 — Z21) + (Thz1 + a1 Jz1, 21 — 29)
< (1T 21|« + aal[z1l))oo < (M2 + a1 Mi)oy.

Analogously, one can obtain the estimate

(Trzo + agd za, 29 — 21) < (|| T222||« + aaM7)oy.
It is evident that
|Toz2ll« < || Th22][« + || T222 — Ti22||x < Mo + w((My).
And so it follows that

D < (2M3 4+ a1 My + aaM; + w((M7))og = c209.
From the last inequality and from (36) we have
(37) c200 + |21 — 22| (WG (M) + Mifar — aaf) = a1 (20) ' dp(]|21 — 22| /c1).

Only two cases are possible, either

. _ g0 |Oél —042‘ w
38 — < 1 —_ _ R
B9 ) -l <ag! (2 el e

or
(o a1 — o« w
i) lla -2l > gt (|24 ey 2
o o1 o

In the second case, since [22, 3]

0p(e) < om(e) < %/4,
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we obtain
oy ol (el sl
Consider now (37). We have
c10B(]|z1 — 22]|/c1) lan — agl 2Lcicy o9 ol
lz1 =zl 7 a BRI

Using (39) , we get

Ley [0 a] — w
21— 2 < crgpt (552, /2 f oyl =l e,
2 aq aq aq

Comparing the last expression with (38), we get (35). The proof of the
lemma is completed. O

Remark 1. If o9 = 0, i.e. 1 coincides to 29 and w = 0, i.e. T} coincides
with T5 (at least on the elements of the sequence {z2}) then

(40) o1 = 22l < eng' (eal2=220)).
aq

This estimate coincides with those obtained before (see [1, 6]). Proximity
estimates of solutions to variational inequalities with perturbed operators
and perturbed sets of constraints have not exist before.

Remark 2. In the case of multi-valued operators, by 77 and 75 we mean
the single-valued sections of the corresponding operators.

3. PROOF OF THEOREM 1

Consider the auxiliary inequality (33). Earlier, in [1], it was proved that
the relation lim,, o ||z, —Z*|| = 0 holds in B while o/ac — 0 and ||z, || < M,
M, = const. From (24) it follows that it is necessary to prove only (25) to
obtain strong convergence and stability of the method (18)-(19).

Let z,, and 2,11 be solutions of the variational inequalities

(Azm + amdzm — fox —2m) >0, Y€, , m=n+ng

and
<Azm+1 +ami1Jzmer — fx — Zm+1> >0, Vre chm+1
respectively. Consider the Lyapunov functional

V(Jz,2) = (|lz]* = 2(Jz, 2) + 12[*) /2,

where z and z are arbitrary points from B. Let us state the properties of
this functional (see [3]):

1. V(Jz, 2) is a convex, continuous and differentiable with respect to each
argument ¢ = Jx and z;

grad,V(Jz,z) =z — 2, if z is fixed;

grad,V(Jz,z) = Jz — Jx, if x is fixed;

V(Jx,z) > 0Vz,z € Band V(Jz,z) =0, only if z = z;

27 (|l = lIzID)* < V(Jz, 2) < 27 (||=]| + [|2])%

V(Jzx,z) = oo, if ||z]| = oo and (or) ||z]] — oc.

S LU N
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From the convexity of V(Jz, z) in z we have

V(Jxnit1, 2me1) — V(JZni1, 2m)
(41) < (Jzm+1 — JTnt1, Zma1 — Zm)

< zmtr = Jznga[l«llzmer — zml|-
Now from the convexity of V(Jz, z) in ¢ = Jx, we have
V(Jxpi1,2m) — V(Jzp, 2m)

(42) < (Jxpt1 — JTp, Tnt1 — 2m)

= (Jxpnt1 — Jxn, Ty — 2;m) + (JTpt1 — JTp, Tyl — Tn).
(41) together with (42) give the following inequality

V(Jxni1, 2my1) — V(Jxy, 2m)

(43) < [[Jzma1 — Jznsalllzmi1 — zm| i
+ (Jxpy1 — Jxn, Tpp1 — n) + (JTpi1 — JTp, Ty — 2m)
+ (Jxpy1 — JTp, Ty — Tpy).
Let us estimate each of the four terms in the RHS of (43).
The first term. Using the estimate for the modulus of continuity of the
duality mapping [9, 10], we get

[J2n1 = Jzmitll« < c6gpe (26 Ll|2ns1 — Zmal])

< c69p+ (26 L(||zns1l| + llzms1ll)),

where
(44) c6 = 2max{L, |[znil], | Zmiall}-

Then, from Lemma 1 it follows that

_ Ay — 1 g,
Zmi1 — 2m|| < 61931 (C4|mm+| + 2c3 /m) )
o, am,

We have used here the inequality:
Hp( Q. Q) < HB(Q Q) + HB(Q Q) < O + Ot < 20m.
The second term. First consider the following estimate ( see [9, 10])
(Jani1 — Jop, wps1 — 2n) < 8| Jxnt1 — Janll + crpp- (| Jnt1 — Jnlls),
where
(45) cr = 8max{[L, [|zp 1], [lzn]}-
It is evident (see e.g. (22)), that
£ 1 < Al 4 wn
By virtue of (21) and (32) we can write for all y, € Az,

h’?’L h"ll
Iy 1l < Nly™™ = ynlls + lynlle < hnCllznll) + e(ll2nl))-
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Now let us estimate ||Jzpt1 — Jzp |

[JZnt1 — Jop|s = 5m”37hm — [+ I Tn 4 ||

< em 217" i + 20| Fm |+ 20m 120 + m)
< EmCs,

where
(46) cg = 2(0([|Znll) + hmC([1Znll) + cm |l Znll + [ f]l + wm) + am.
Therefore
(Japi1 — JTp, Tne1 — Tn) < 80357271 + crpp+(cgem)-
The third term. For all 3, € AZp, Wy, € Azm:
(Jxpni1 — JTn, Ty — 2m)

<y +amJjn*fwn+Qmajn*Zm>

5m< g — Yny T — Zm> - EmO‘m<J§7n - szaiin - Zm>
m< Yn wmaff'n_zm>
_5m<wm+amjzm _f)jn_zm>
(f

fwmaf:n - Zm) - <Qm7jn - Zm>-

Taking into account that

(Un — Winy Ty, — 2m) > 0, (W, + amdzm — f,Tn — 2m) >0

and
{Gm, Tn — 2m) 2 0,

we have

(JTpt1 = JTp, T — 2m) < (hnC(|1Zn]) + win)eml|Zn — 2|

- Emam(zL)il‘sB(Hjn — Zml|/c9),

where
(47) co = 2max{1, [[Znl], || zm | }-

And, finally, the fourth term.
<an+1 - anp Tn — jn> = _Emam<<]j:n’ Tn — jn> - 5m<Qmu Tn — jn)

- 5m<ghm - fwmvxn - j;n>

< (emam||Zn|l — emam — Emaml|Zn ||

—enllg = s+ emll g™ — o) |20 — 2|

= —emam||Tn — T
Now we can rewrite (43) in the following form:

(48) V(Jxnt1, 2my1) < V(JTn, 2m) — O‘mgm((zL)_l(sB(Hjn — zml|/c9))
+ |20 — Znll) + Yms
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where
Ym = Em(PmC([|Znl]) + wmn) |Tn — 2m|| + 86310% + c7pp(cgem)
1o Ay — O
+ c1c6c1095" (263 =+ C4’mm+1’> ;
Qm A,
and
(49) c10 = gpe e L(||zn 1]l + lzmi]]))-

Assume that V(Jxy, zym) < Ro. Then |z,| < |lzml + vV2Ro < M) +
V2Ry = K. It follows from the 5-th property of the functional V' (Jz, z). It
is easy to see that

[Znll < [1Zn = 2mll + [|2m]l < 2lzn = 2l + [|2m]] < 2[|znll + 3/lzm]]
< 2K+ 3M; = Ko.

If ||z,|| < K7 and ||Z,]| < K3 , then it is possible to derive from the expres-
sions (44), (45), (46), (47), (49) the following inequality:

(50) cs < 2(0(Ka) + h¢(K2) + aKy + || f||+« + ©) + & = cs,
Since

[Zn+1ll < llznll + [ J2nt1 — Jzn|ls < K1+ emes < Ky + ¢,

then

(51) cg < Zmax{l,Kg,Ml} = ¢9,

(52) ce < 2max{l, K} + écg, M1} = ¢,
(53) c7 < 8max{L, K| + &cg} = ¢z,
and

(54) cio < g;l(QégL(Kl + écg + M1) = C10,

where ¢, €7, Cg, €9, C1o are absolute constants. Getting back to (48), we
obtain

V(JZnt1, 2mt1) < V(Jxn, 2m)

- 5mam[(2L)7léB(an — zm||/29) + |lzn — Znll] + ¥m
<V (JTn, 2m) — Em@m[(2L) LB Tn — 2ml|/C0)

+ llzn — Znll] 4+ Ym,
where

Y = Em(hmC(Ka) 4 wpn) (Ko + ¢g) + 82,62 4 ¢rpp+(emCs)

(56) g Qy — &
+ ¢ 0195 <203~/m+04| = m+1|>-
am, O,

It is evident that
5(Hxn - f71”/59)59

(57) lon = @nll = o = Zal /)
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At the same time, since ||z, — Z,|| < K1 + Ko,
(58) 9B(lzn — Znll/2g) < gB((K1 + K2)/¢g) = c11.
Thus, from (57), it follows that
20 = Znll > Eocy 0|20 — Zall/E9) > Eocii dp(|[2n — Znll/20)-
By our assumption, () is a convex function. Therefore,
(2L)0p (1T — 2zmll/0) + |2 — 4
> (2L)'0p(|Z — zmll/20) + cocii dn(|1Zn — 2l /39)

(59) >

—_

5012(53(!!:% — zml|/29) + 0B(||Zn — 4|l /)
> 1205((269) " (|20 — 2m|l + & — Zal))
> 120 (||wn — 2ml|/220)-

Here,

(60) c12 = 2min{(20) "1, & et}

Taking all this into consideration, along with (55), we have the following
numerical inequality:

(61) V(JZpi1, 2me1) < V(JZn, 2m) — em@mc120 (|0 — 2ml|/289) + Y.
Recall that m = n + ng. Choose ng according to the formula:
(62) ng = min{k : 2890 5" (1 /cr2exo) < p~ 1 (Ro)},
where
p(t) = 8> + Cpp(1),
C = 8max{L, M; + 2R},
Ri=Rop+T
and
7 = ges (K1 + My + &cs) + c1 (K1 + Mi)gy' (2c3v/a + cqb).
Let us calculate the Lyapunov functional V' (Jx, z) at the point (41, Zm+1)-
V(JZnt1, 2mt1) < 2_1HJ5”7L”2 — (Jn, 2m) + 2_1HZmH2

+eml| A" En + amJEn = [ + G| ([2nl] + 1| Zm 11 )

2712 (| AR+ o Tn — [+ gl |?

+ (JTn, 2m — Zmt1) + 2_1(||Zm-i-l||2 - ||ZmH2)
Let us estimate the last two terms.

(ST, 2m — Zmt1) + 2_1(Hzm+1H2 - Hzm”Q)

< (lzall + 27" (lzmaa | + [lzmlD)ll2m — zmal

_ o A —
< (Ky+ M1)61gBl (203\/?4_ C4W> )
m m
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Therefore, according to our notation,
(63) V(an-l-b zm—l—l) < RO + T'm,

where
T'm = 6mCS([{l + M + 6mCS)

(04 — a.
+ 61(K1 + Ml)g]g,l (C4|mm+1| + 2031 / m) .
Qm (0779

Then it is clear that r,, < 7, since &, < &, om/am < a , |m—mi1|/m < b
and

(64) V(Jﬂfn_H, Zm+1) < Ry +7=R;y.

Let us show now that (64) holds for all n > 1. Let V(Jxg, zn,) < Rp and
the minimal n be such that

(65) Ry < V(Jxp, 2niny) < Ro+ 7.
For this n we have the following alternatives:
(Hi) dp([zn = 2m/289) > Fim/c120mem;
(Ha) op(||zn — 2ml|/2¢9 < Am/c120mEm.
From (H;) and (61) it follows:
V(Jxni1, 2my1) < Ro+ 7.

The inequality Ho is impossible. Indeed, suppose that the contrary holds.
Then we obtain from (62)

(66) 2 — zmll < 2890 5" (Y /c120umem) < 1™ (Ro).
Let us estimate V (Jxy,, 2p) using ||z, — 2m||. As V(Jzy, z,) =0,
V(JZn, 2m) < (Jxp, — J2m, T — 2m).

But in [9, 10] it is shown that

(Jzn — J2m, Tn — 2m) < 8wy — zmHQ + c13pB(|Tn — 2ml|),
where

c13 = 8max{L, |z, |zm|} < 8max{L, M; 4+ v/2R;} = 3.
Therefore,
(67)  V(Jzn,2m) < 8llzn — ZmH2 + c13pB([|zn — 2m|) = ulllzn — 2ml)).
With regard to (66) it brings

V(Jan, 2m) < Ro,

which contradicts (65). Thus, (64) takes place for all n > 1, i.e. |lx,| are
uniformly bounded. From (67)

|Zn — 2mll > M_l(V(Jxm Zm)),

therefore, since dp(e) is nondecreasing function, then

(68) 0n(l[en — 2mll/289) = 65 (1~ (V (J2n, 2m)) /229)-
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Denote 1(A) = 0g(u~1(\/269)). It is clear that t(\) is continuous and
nondecreasing function, and that ¢(0) = 0. Then, finally, we obtain the
following numerical inequality

V(J$n+1, Zm+1) < V(Jl'na Zm) - am8m0121/1(V(J96n, Zm)) + Yms
or, letting A\, = V(Jxp,2m) >0,
(69) /\n+1 <\ — am5m012¢(/\n> + Ym-

Lemma 2. (see [7, 14]) If the sequence of nonnegative numbers {\,} satis-
fies the inequality (69), €y > 0, ayy > 0,

Ym

o0
Z QmEm = 00, lim — 0,
m=1

m— 00 amgm

P(A) is continuous, nondecreasing function and ¢ (0) = 0, then lim, o0 Ay, =

0.

From this lemma along with the conditions (34) it follows that

(70) V(Jmna Zm) — 0,n — 0.
And finally, analogously to [3], the following estimate has been obtained
(71) |z —y|| < 4R165 (V(Jx y)/AR?).
Indeed, for arbitrary elements z,y € B
Tty T —y
IZEY2 P > (g — )+ 2Riss( 120
2 iR
" [z —yl
> — ARG (I
= <J$,y SL’)—l— Rl(SB( 1R, )7
where

Ry = /(]2 + lyl12) /2.
Using the equality (Jz,z) = ||z, we get
(Ja.y) < |I(z +y)/2l* = 4R35 (|« — y[| /4Ry).

From the convexity of g (e), it follows that 53(125) < tép(e) for each t € [0,1].
Particularly, for ¢ = 1/2, we have 2dp(¢/2) < dg(¢). Hence,

Via,y) =27 (lz|* = 2(Jz,y) + lyll*)
> 27 (2 + lyll? = 27 o +y]® + 4Rp(||lz — yll /4R1))
> RYop(||lx — yll/2R1) + 2RY0p(|z — yll /4R1)
> AR5 (|12 — yll/4Ry).
This gives (71). From (70) we obtain the final limit relation
nlggo [#n = Zn4noll = 0,

since ||z,|| and ||z,|| are uniformly bounded.
The proof of the theorem is complete.
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Remark 3. This scheme of the proof could be applied to the study of equa-
tions Az = f with accretive operators A: B — B :

(J(z —y), Az — Ay) >0, Vz,y € B.

It gives the possibility to get rid of the assumption of the a priori bounded-
ness of the sequence {z,} in the method of iterative regularization

Tn+1 :wn_5m<yhmxn+amxn_fwm)a n=12..
(ct. [10, 34)).

Remark 4. In the proof of Theorem 1 the monotonicity of the operators
Ahn s used only in (8), to provide the existence of the maximal monotone
extension. Thus, continuous A" could be not necessary monotone.
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