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The regenerative process with rare event
appears on the second phase 1

Bogdan-Gheorghe Munteanu

Abstract

In many application, the regeneration period is a sum of two

random variables ξ and η, where ξ is a random period corresponding

to the operation of the system in the absence of component failures

(is called free period ), and η is a random interval which starts with a

failure of some component and which terminates by the return of the

whole system to the brand new state; the end of η is a regeneration

point. The η interval is called the busy period. System failures

take place only in busy periods. In situations typical for reliability

theory, the busy period is very small in comparison with the average

length of the free period. This fact reflects the fast repair property.

In this paper a two phase regenerative process will be analyzed and

a limit theorem on the convergence of system time to failure to an

exponential random variable will be presented.
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1 Two phase regenerative process

Let us consider a nonnegative random process k(t). The time intervals on

which k(t) = 0 will be the free periods and the time intervals on which

k(t) > 0 will be the busy periods. Time instants at which k(t) enters 0 form

a regenerative process. In many applications, k(t) is defined as the number

of failed components in the system.

Let ξ1 , ξ2 , ..., and η0
1 , η

0
2 , ... be the independent copies of free and busy peri-

ods, respectively. It will be assumed that ξi ∼ Exp(λ) (the random variable

ξi has exponential distribution with parameter λ; i.e. P (ξi < t) = 1− e−λt),
which is a quite realistic assumption for a system whose components have

exponentially distributed lifetimes. The time instants ti = ti−1 + ξi + η0
i ,

with t0 = 0 i = 1, 2, ... are regeneration points (see fig.1).

Figure 1: Two phase regenerative process; ξi and η0
i are the free and busy

periods, respectively; • designates regeneration points

On each busy period, some event A designating system failure can occur.

This event appears with probability p, independently of the history of k(t)
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during previous regeneration cycles. When k(t) counts the number of failed

components in the system; A is defined usually as the crossing by k(t) of

some prescribed critical level.

Denote by η+
1 , η+

2 , ... the random lengths of those busy periods on which

A did not appear. η−n denotes the time interval between the beginning of

the busy period and the appearance of A. Now system lifetime τ has the

following representation:

τ = ξ1 + ξ2 + ...+ ξN + η+
1 + η+

2 + ...+ η+
N−1 + η−N

where N ∼ G(p) (the random variable N has geometric distribution), that

is:

P (N = k) = (1− p)k−1p , k ≥ 1

Set ξ =
∑N

i=1 ξi , η̃ =
∑N−1

i=1 η+
i + η−N and

ηn = η+
n (1− χn) + η−n χn

where χn is the indicator of the event A:

χn =

{
1 if A takes place on η0

n

0 otherwise

We see that τ = ξ + η̃, where ξ ∼ Exp(λp). It shows this fact.

How ξi ∼ Exp(λ), then the Laplace transformation is:

ϕ(z) = E[e−zξi ] =

∞∫

0

e−ztd(1− e−λt) = λ

∞∫

0

e−(λ+z)tdt =
λ

λ+ z

Also,

L(ξ) = E[e−zξ] =
∞∑

k=1

P (N = k) · E[e−z(ξ1+ξ2+...+ξN ) | N = k]

=
∞∑

k=1

(1− p)k−1p · [ϕ(z)]k =
p ϕ(z)

1− (1− p)ϕ(z)
(1)
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Substituting it into (1), we obtain:

L(ξ) =

(
1 +

1

pλ
z

)−1

which means that ξ ∼ Exp(λp) . Thus, one could expect that if the influ-

ence of the second summand η̃ is negligible, then the distribution of τ will

be closely approximated by an exponential distribution. Fast repair means

that E[η0
n] � E[ξn]. This will be crucial to prove convergence to the ex-

ponential distribution. The following theorem establishes this convergence

and also presents very useful bounds on the deviation of P (τ > t) from

e−λpt. Let E[ηn] = µ∗, E[η0
n] = µ0 and F̄t(x) be the conditional probability

that η̃ exceeds x given that ξ = t.( In general, the busy period may not be

independent on the preceding free period.)

Theorem 1. [1] Under the above notations:

(2) e−λpt ≤ P (τ > t) ≤ e−λpt + λµ∗ ≤ e−λpt + λµ0

Proof.

P (τ > t) = P (ξ + η̃ > t) ≥ P (ξ > t) = e−λpt

The event (τ > t) happens either if ξ > t or ξ = x , x ∈ (0, t) and η̃ exceeds

t− x (see fig.1). Therefore,

P (τ > t) = e−λpt+

t∫

0

F̄x(t−x)d(1−e−λpx) = e−λpt+

t∫

0

λp e−λpxF̄x(t−x)dx

To proceed with the proof, we need the following lemma:

Lemma 1. [1]
t∫

0

λp e−λpxF̄x(t− x)dx ≤ λµ∗
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The proof is technical and we omit it. This proof there is in [1] and the

proof of the theorem 1 is obtained by author.

Now note that on every trajectory of k(t), ηn ≤ η0
n and thus µ∗ ≤ µ0. This

proves the inequality of the theorem.

2 EXAMPLE - A system with reparable

standby: arbitrary distribution of repair

time

A system has one operating unit and n units in standby. The standby can be

of various types (warm or cold). The lifetime of the operating unit and the

units on standby (excluding the cold standby) are exponentially distributed.

A unit which fails goes to the repair shop having r identical repair facilities

(channels). Each channel restores the failed unit during time η ∼ G(x) (the

random variable η has cumulative distribution function G(x)). After the

repair is completed, the unit returns to the standby. If the operating unit

fails, its place is taken by another one from the standby. In this way, all

units circulate through operation, repair (with possible stay in the waiting

line) and back to standby (see fig.2).

Let us show how various types of standby can be incorporated in the

above model. It is easy to verify that:
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Figure 2: Closed service system: scheme of operation

λk =





λ if there is one operating unit and all other

units are on cold standby, λ is the failure

rate of the operating unit

λ(n+ 1− k) if all nonfailed units, including the

operating unit, have failure rate λ

λ+ (n− k)λ∗ if the operating unit has failure rate λ,

n− k units are in warm standby and each

of them has failure rate λ∗

The free period ξ ∼ Exp(λ0). The busy period starts with a failure of

some unit and terminates when all repair channels become empty. The en-

trance of k(t) into state 0 are regeneration points. To carry out the analysis

of this system and to estimate its reliability, we must evaluate, according to

theorem 1, the value of p and µ∗ or µ0. We present below a theorem which

helps to estimate these values.
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Let µ be the mean service time in a channel, µ = E[η] and let

λ̄ = maxk=1,n λk. Let p = P (event A appears on a busy period).

Theorem 2. [1] If λ̄µ→ 0, then

(3) P (λ0pτ > t)→ e−t

when n→∞.

Proof. Let us show that the condition of the theorem implies that

λ0µ0 → 0, where µ0 = E[the length of the busy period]. Let us replace

our system with another one which produces a Poisson flow with rate λ̄

coming into one service channel. It is known from theory that the mean

busy period is equal with µ̂0 = µ/(1− λµ)(see [4]). Cleary, the busy period

of this new system is not shorter, on the average, than the busy period of

the original system: µ̂0 ≥ µ0. Thus

λ0µ0 ≤ λ0µ̂0 ≤ λ̄
µ

1− λ̄µ
n→∞→ 0

According to the relationship (2), we have P (τ > t)
n→∞→ e−λpt, thus:

P

(
τ >

1

λ0p
t

)
n→∞→ e

−λ0p
1
λ0p

t

The most interesting and difficult part in applying theorems 1 and 2 is the

estimation of p, the probability of the appearance of the rare event. The

key result is given by the following lemma proved by author.

Lemma 2. If the service time η changes in such a way that

E[ηn+1]

(E[η])n
n→∞−→ 0

which satisfys the conditions xnḠ(x)→ 0 and
∞∫
x

Ḡ(t)dt→ 0 if x→∞, then

(4) p ≈ p∗0 = Fn,r ·
n∏
i=1

λi
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where

(5) Fn,r =

∞∫

0

xn−r

(n− r)!



∞∫

x

Ḡ(t)dt



r−1

Ḡ(x)

(r − 1)!
dx

with Ḡ(x) = 1−G(x).

Proof. We present the main idea of this proof. The event

A = {system failure on a busy period}

can be split into events Ak where

Ak={exactly k units have been repaired before system failure occurred},k ≥ 0.

Denote pk = P (Ak). Thus:

p = p∗0 + p1 + p2 + ... = p∗0 + p̃

with p̃ =
∞∑
k=1

pk. The event A0 corresponds to a monotone trajectory of

k(t) : n + 1 failures have accumulated without a single unit being released

from the repair.

A remarkable fact is that

(6) p̃ =
∞∑

k=1

pk = O(p∗0)

which means that p ≈ p∗0. If (6) is established, then the value of p∗0 can

serve as an accurate estimate of p. This fact shows easily.

For the important cases r = n and r = 1, the expression for p∗0 has a simple

form:

(7) p∗0 =





λ1λ2...λn(E[η])n

n!
if r = n

λ1λ2...λnE[ηn]
n!

if r = 1
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Indeed by (5) for r = 1, we obtain:

Fn,1 =

∞∫

0

xn−1

(n− 1)!
G(x)dx =

=

∞∫

0

G(x)

(
xn

n!

)′
dx =

=
xn

n!
Ḡ(x) |∞0 −

∞∫

0

xn

n!
g(x)dx =

=
E[ηn]

n!

with the notation g(x) = G
′
(x).

For the case r = n, we then have:

Fn,n =
1

(n− 1)!

∞∫

0



∞∫

x

Ḡ(t)dt



n−1

Ḡ(x) dx

= − 1

(n− 1)!

∞∫

0



∞∫

x

Ḡ(t)dt



n−1

d



∞∫

x

Ḡ(t)dt




= − 1

(n− 1)!



∞∫

x

Ḡ(t)dt



n−1 ∞∫

x

Ḡ(t)dt |∞0 +

+
1

(n− 2)!

∞∫

0

∞∫

x

Ḡ(t)dt ·


∞∫

x

Ḡ(t)dt



n−2

Ḡ(t)dt

=
1

(n− 1)!



∞∫

0

Ḡ(t)dt



n

+
1

(n− 2)!

∞∫

0



∞∫

x

Ḡ(t)dt



n−1

Ḡ(t)dt

=
1

(n− 1)!
(E[η])n
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2.1 Example

Assume that λk = λ = λ̄ = 1, n = 3, r = 2 and the repair time η ∼
U(0, 0.04). Here E[η] = 0+0.04

2
= 0.02 and E[η4] = (0+0.04)4

4+1
= (0.04)4

5
. Then

E[ηn+1]

(E[η])n
=

E[η4]

(E[η])3
=

(0.04)4

5 · (0.02)3
= 0.064

which we consider as a small quantity.

We would like to estimate the probability of failure-free operation during

t = 20. By lemma 2,

p∗0 = λ3F3,2 = 0.025 · (0.04)3 · 0.06 = 4.26 · 10−6

We set p ≈ p∗0. The mean the busy period is

µ0 =
E[η]

1− λE[η]
= 0.0204

By (2) the bound on P (τ > t) in this case is:

e−4.2(6)·10−6·20 ≤ P (τ > 20) ≤ e−4.2(6)·10−6·20 + 0.0204⇔

0.918 ≤ P (τ > 20) ≤ 0.938

Remark 1. Does not apply the (7) because in this case r = 2 6= n = 3.

Remark 2. We obtain one framing for the reliability of the system lifetime

in certain case. In [5], theorem 2.1, establisch deviation from standard

exponential distribution of the distribution of normalized system lifetime,

that is

(8) sup
x≥0

∣∣∣∣P
(

τ

E(τ)
> x

)
− e−x

∣∣∣∣ <
1−√1− 4a2

1 +
√

1− 4a2

The right side to be approximated with a2, if a2 → 0. The remark 2.5.

in [5] clarify the probabilistic meaning of the quantity a2 at the relation
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a2 = 1− E(τ2)
2E2(τ)

.

The relation (8) supply about one framing for the reliability of the system

lifetime in the case while the system has little components (because the cal-

culation of means lifetime is difficult).

In other side, in [6], the relation

(9) sup
t≥0

∣∣∣∣∣P
(

N∑
i=1

τ > t

)
− e−tp/µ

∣∣∣∣∣ ≤
E[τ ]p

(E[τ ])2

provides that the cumulative distribution function of system lifetime τ is

rather close to 1−e pµx, that is the exponential distribution with the parameter
p
µ

.
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