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#### Abstract

Our aim is to discuss the similarity solutions to the MHD flow over a stretching impermeable surface in an electrically conducting fluid in the free stream for nonNewtonian power-law fluid flows. The interest is to examine the existence and nonexistence of solutions and to investigate the influence of the parameters via numerical solutions obtained with Chebyshev spectral method.
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## 1 Introduction

The study of boundary layer flow and its applications are of great importance in many engineering processes, such as in production of wire drawing, paper sheets, plastic foils, crystal growing, cable coating and many others, to get final product of desired quality and characteristics.

Sakiadis [17] was the first who investigated boundary layer flow along a moving continuous plate. Crane gave an exact analytical solution for the steady two-dimensional Newtonian flow problem to a linearly stretching surface whose velocity is linearly proportional to the distance from the slit [10]. A considerable amount of research has been reported on the similarity solutions for moving plates.

The boundary layer flow on a moving permeable plate parallel to a moving stream has been studied by Steinheuer [18], Klemp and Acrivos [16], and later numerically by Ishak et al. [15].

The complex nature of the boundary layer flow under the influence of a magnetic field with the induced magnetic field was considered numerically by Cobble [9] and Soundalgekar et al. [19] for Newtonian media. The MHD flow of a non-Newtonian power-law fluid was studied by constant transverse magnetic field over steady surface by Djukic [11] and Chiam [8].

Our aim is to analyze the similarity solution for boundary layer flow of a non-Newtonian viscous fluid in a potential flow over a stretching elastic flat surface given by $U_{\infty} x^{m}$, where $x$

[^0]is the coordinate along the plate measured from the leading edge, $m$ and $U_{\infty}$ are constants; moreover, we extend the results given by Chiam [8] on fixed plate to stretching surfaces. Here x denotes the coordinate along the plate measured from the leading edge $U_{\infty}$ and $m$ are constants.

## 2 Mathematical model

The steady laminar flow of a non-Newtonian electrically conducting incompressible fluid past a two-dimensional body is considered. The velocity components are represented by $u$ and $v$ in the coordinates along and normal to the body surface, $x$ and $y$ directions, respectively. The external velocity distribution is given by $u_{\infty}(x)=U_{\infty} x^{m}$ and the imposed external transverse magnetic field by $B(x)=B_{0} x^{(m-1) / 2}$, where $B_{0}>0, U_{\infty}$ and $m$ are constants [9]. The continuity and momentum equations are given by

$$
\begin{gather*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=0  \tag{2.1}\\
u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}=\frac{K}{\rho} \frac{\partial}{\partial y}\left(\left|\frac{\partial u}{\partial y}\right|^{n-1} \frac{\partial u}{\partial y}\right)+u_{\infty} \frac{\partial u_{\infty}}{\partial y}-\sigma B^{2}\left(u-u_{\infty}\right), \tag{2.2}
\end{gather*}
$$

where $\rho$ denotes the density, $\sigma$ the electric conductivity and the non-linear model describing the non-Newtonian fluid is

$$
\tau_{x y}=K\left|\frac{\partial u}{\partial y}\right|^{n-1} \frac{\partial u}{\partial y}
$$

with two parameters: the consistency coefficient $K$ and the power-law exponent $n$. The case $0<n<1$ corresponds to pseudoplastic fluids (or shear-thinning fluids), the case $n>1$ is known as dilatant or shear-thickening fluids. For $n=1$, one recovers a Newtonian fluid. The deviation of $n$ from a unity indicates the degree of deviation from Newtonian behavior.

The boundary conditions for impermeable surface with stretching velocity $u_{w}(x)=U_{w} x^{m}$ are the following
(i) at the solid surface $y=0$ neither slip nor mass transfer: $u(x, 0)=u_{w}(x), v(x, 0)=0$,
(ii) outside the viscous boundary layer the streamwise velocity component $u$ should approach $u_{\infty}$ :

$$
\lim _{y \rightarrow \infty} u(x, y)=u_{\infty}(x) .
$$

We apply the concept of similarity solution approach by introducing first the stream function $\psi(x, y)$. Then the velocity components are

$$
u=\frac{\partial \psi}{\partial y}, \quad v=-\frac{\partial \psi}{\partial x},
$$

and the continuity equation (2.1) is automatically satisfied. The momentum equation (2.2) becomes

$$
\begin{equation*}
\frac{\partial \psi}{\partial y} \frac{\partial^{2} \psi}{\partial y \partial x}-\frac{\partial \psi}{\partial x} \frac{\partial^{2} \psi}{\partial y^{2}}=\alpha \frac{\partial}{\partial y}\left(\left|\frac{\partial^{2} \psi}{\partial y^{2}}\right|^{n-1} \frac{\partial^{2} \psi}{\partial y^{2}}\right)+u_{\infty} \frac{\partial u_{\infty}}{\partial x}-\sigma B^{2}\left(\frac{\partial \psi}{\partial y}-u_{\infty}\right) \tag{2.3}
\end{equation*}
$$

$\alpha=K / \rho$ and the boundary conditions are

$$
\begin{equation*}
\frac{\partial \psi}{\partial y}(x, 0)=U_{w} x^{m}, \quad \frac{\partial \psi}{\partial x}(x, 0)=0, \quad \lim _{y \rightarrow \infty} \frac{\partial \psi}{\partial y}(x, 0)=U_{\infty} x^{m} . \tag{2.4}
\end{equation*}
$$

Applying similarity transformation

$$
\psi(x, y)=b x^{\beta} f(\eta), \quad \eta=d y x^{-\delta}
$$

with parameters $b, d, \beta, \delta$ one reduces (2.3) to the ordinary differential equation

$$
\begin{equation*}
\left(\left|f^{\prime \prime}\right|^{n-1} f^{\prime \prime}\right)^{\prime}+\beta f f^{\prime \prime}+m\left(1-f^{\prime 2}\right)+M\left(1-f^{\prime}\right)=0, \quad \eta \in(0, \infty) \tag{2.5}
\end{equation*}
$$

where

$$
\beta=\frac{m(2 n-1)+1}{n+1}, \quad \delta=\frac{m(n-2)+1}{n+1}, \quad b=1, \quad d=U_{\infty}
$$

and $M=\sigma B_{0}^{2} /\left(U_{\infty}\right)$ denotes the magnetic parameter. Here, the prime indicates differentiation with respect to $\eta$. The corresponding boundary conditions (2.4) become

$$
\begin{gather*}
f(0)=0, \quad f^{\prime}(0)=\lambda,  \tag{2.6}\\
\lim _{\eta \rightarrow \infty} f^{\prime}(\eta)=1, \tag{2.7}
\end{gather*}
$$

with velocity ratio $\lambda=u_{w} / u_{\infty}$. The main interest of the numerical studies is the skin friction when the skin friction parameter $C_{f}$ satisfies

$$
C_{f}=2 R e_{x}^{-1 /(n+1)}\left[\frac{m(2 n-1)+1}{n(n+1)}\right]^{n /(n+1)}|\gamma|^{n-1} \gamma
$$

where $\gamma=f^{\prime \prime}(0)$ and

$$
R e_{x}=\frac{u_{w}(x)^{2-n} x^{n}}{\rho}
$$

is the local Reynolds number.
The boundary value problem (2.5), (2.6) and (2.7) is determined by four parameters $n, m$, $M$ and $\lambda$. We notice that for special values of the parameters, equation (2.5) involves several well-known problems investigated by many authors. If $n=1, m=0, M=0, \lambda=0$, the problem is recognized as the famous Blasius problem [3]. The existence of a unique solution has been proved by Weyl [20]. On the base of numerical simulations for $\lambda \neq 0$, Steinheuer [18] and Klemp and Acrivos [16] reported that to the Blasius-equation dual solutions exist as long as $\lambda$ is smaller than the critical value $\lambda_{c}$, after which no similarity solutions exist. For $\lambda<0$, Callegari and Nachman [7] proved the existence of unique solution. For $n=1, m=0, M=0$ and $0<\lambda<\lambda_{c}$ the non-uniqueness of the solution was shown by Hussaini and Lakin [14] and $\lambda_{c}$ was found to be 0.3541 . The numerical calculations indicate that for non-Newtonian fluids ( $n \neq 1, m=0, M=0$ ), there is also critical value $\lambda_{c}$ such that solution to the boundary layer problem exists only if $\lambda<\lambda_{c}$. Estimation for the critical velocity ratio $\lambda_{c}$ depending on the power-law exponent $n$ was given in [4]. If $n=1, m \neq 0, M=0, \lambda=0$, equation (2.5) corresponds to the Falkner-Skan equation [12]. Numerical solutions for velocity and temperature field in MHD Falkner-Skan flow ( $n=1, m \neq 0, M \neq 0, \lambda=0$ ) are obtained by Soundalgekar et al. [19]. For $\lambda \neq 0$, Aly et al. investigated the existence of infinite number of solutions in [1]. The non-Newtonian flow $(n \neq 1)$ of power-law fluids in the presence of an arbitrary transverse magnetic field ( $m \neq 0, M \neq 0, \lambda=0$ ) was studied by Galerkin's method and Crocco variables by Djukic in [11].

The present paper discusses the MHD flow over a stretching impermeable surface in an electrically conducting fluid in the free stream $u_{\infty}(x)$ for non-Newtonian fluid flows $n \neq 1$, $m \neq 0, M \neq 0, \lambda \neq 0$.

## 3 Existence and non-existence of solutions

The existence of solutions can be established by a shooting method. The boundary condition at infinity (2.7) is replaced by $f^{\prime \prime}(0)=\gamma$, where $\gamma \neq 0$. The task is to determine $\gamma$ such that the corresponding solution satisfies (2.7). Therefore, we consider the initial value problem (IVP)

$$
\begin{gather*}
\left(\left|f^{\prime \prime}\right|^{n-1} f^{\prime \prime}\right)^{\prime}+\frac{m(2 n-1)+1}{n+1} f f^{\prime \prime}+m\left(1-f^{\prime 2}\right)+M\left(1-f^{\prime}\right)=0, \quad \eta \in(0, \infty), \\
f(0)=0, \quad f^{\prime}(0)=\lambda, \quad f^{\prime \prime}(0)=\gamma \tag{3.1}
\end{gather*}
$$

Our aim is to derive conditions on the parameters involved in (3.1) such that solution $f_{\gamma}$ is global, i.e., $f_{\gamma}$ exists on the entire positive axis $\mathbf{R}^{+}$and satisfies $f_{\gamma}^{\prime}(\infty)=1$. A local in $\eta$ solution $f_{\gamma}$ exists on $\left(0, \eta_{\gamma}\right), \eta_{\gamma} \leq \infty$, where $\left(0, \eta_{\gamma}\right)$ is the maximal interval of existence. Since $\gamma \in \mathbf{R}$ is arbitrary, problem (3.1) has infinitely many solutions.

Taking the integral of equation in (2.5) with initial conditions, the local solution $f_{\gamma}$ satisfies the following equality

$$
\begin{align*}
& \left|f_{\gamma}^{\prime \prime}(\eta)\right|^{n-1} f_{\gamma}^{\prime \prime}(\eta)+\beta f_{\gamma}^{\prime}(\eta) f_{\gamma}(\eta)-M f_{\gamma}(\eta) \\
& \quad=\left|f^{\prime \prime}(0)\right|^{n-1} f^{\prime \prime}(0)-(M+m) \eta+\frac{3 n m+1}{n+1} \int_{0}^{\eta} f_{\gamma}^{\prime}(s)^{2} d s, \tag{3.2}
\end{align*}
$$

for all $0 \leq \eta<\eta_{\gamma}$.
Definition 3.1. Function $f_{\gamma}(\eta)$ is a solution to (3.1) under conditions
(i) $f_{\gamma}(\eta) \in C^{2}(0, \infty)$,
(ii) $\left|f_{\gamma}^{\prime \prime}\right|^{n-1} f_{\gamma}^{\prime \prime} \in C^{1}(0, \infty)$,
(iii) $\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime}(\eta)=1$ and $\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime \prime}(\eta)=0$,
moreover, $f_{\gamma}$ satisfies the differential equation and the initial conditions.
Let $f_{\gamma}$ be the local solution of (2.5), we define

$$
\begin{equation*}
E(\eta):=E\left(f_{\gamma}(\eta)\right)=\frac{n}{n+1}\left|f_{\gamma}^{\prime \prime}\right|^{n+1}-\frac{m}{3} f_{\gamma}^{\prime 3}-\frac{M}{2} f_{\gamma}^{\prime 2}+(M+m) f_{\gamma}^{\prime} . \tag{3.3}
\end{equation*}
$$

Multiplying equation in (2.5) by $f_{\gamma}^{\prime \prime}$ after integration we obtain
Lemma 3.2. The energy functional $E(\eta)$ defined by (3.3) satisfies

$$
E^{\prime}(\eta)=-\frac{m(2 n-1)+1}{n+1} f_{\gamma} f_{\gamma}^{\prime \prime 2},
$$

on $\left(0, \eta_{\gamma}\right)$.
Note, that using the initial conditions one gets

$$
E(0)=\frac{n}{n+1}|\gamma|^{n+1}+F(\lambda),
$$

with

$$
F(\lambda)=-\frac{m}{3} \lambda^{3}-\frac{M}{2} \lambda^{2}+(M+m) \lambda .
$$

For $m<0$, one gets that $F(\lambda)<0$ for $0<\lambda<\Gamma_{1}$ with

$$
\Gamma_{1}=-\frac{3 M}{4 m}-\sqrt{\left(\frac{3 M}{4 m}\right)^{2}+\frac{3 M}{m}+3}
$$

and $F(\lambda) \geq 0$ for $\lambda \geq \Gamma_{1}$.
The existence of infinitely many solutions to (2.5)-(2.7) was proved for some values of $m$, $n, M$, and $\lambda$ in [2].

Theorem 3.3. For any $M>0, m+M<0, m(2 n-1)+1>0$ and $0<\lambda<\Gamma_{1},\left(\Gamma_{1}>1\right)$ satisfying

$$
\begin{equation*}
|\gamma|^{n+1} \leq(n+1)\left[\frac{1}{3} m \lambda^{3}+\frac{1}{2} M \lambda^{2}-(M+m) \lambda\right] \tag{3.4}
\end{equation*}
$$

(i) solution $f_{\gamma}$ is positive and monotonic increasing on $\left(0, \eta_{\gamma}\right)$ and global;
(ii) $\lim _{\eta \rightarrow \infty} f_{\gamma}(\eta)=\infty, \lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime \prime}(\eta)=0$ and $\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime}(\eta)=1$.

Proof. See [2]. It also gives that $\lim _{\eta \rightarrow \infty} E(\eta)=\frac{M}{2}+\frac{2 m}{3}$, which is negative for $\Gamma_{1}>1$.
Moreover the following non-existence result was established.
Theorem 3.4. Problem (2.5)-(2.7) has no non-negative solution for $M>0, m+M<0$, $m(2 n-1)+1<0$ and $\lambda \geq \Gamma_{1}$.
Proof. See [2].
Theorem 3.5. Problem (2.5)-(2.7) has no non-negative solution for $M>0, m+M<0$, $m(2 n-1)+1<0,0<\lambda<\Gamma_{1}$ and

$$
\begin{equation*}
|\gamma|^{n+1} \geq \frac{n+1}{n}\left(\frac{1}{3} m \lambda^{3}+\frac{1}{2} M \lambda^{2}-(M+m) \lambda\right) . \tag{3.5}
\end{equation*}
$$

Proof. Following the paper [1] and [2], let us assume that $f$ is a non-negative solution to (2.5)(2.7). Then $E^{\prime}(\eta)=-\beta f_{\gamma} f_{\gamma}^{\prime \prime 2}$ is non-negative. Therefore, $E$ is monotonic increasing and hence

$$
\begin{gathered}
E(0) \leq \lim _{\eta \rightarrow \infty} E(\eta) \\
\frac{n}{n+1}|\gamma|^{n+1}-\frac{1}{3} m \lambda^{3}-\frac{1}{2} M \lambda^{2}+(M+m) \lambda \leq \frac{M}{2}+\frac{2 m}{3}<0
\end{gathered}
$$

which contradicts (3.5).
For $m>0$ let us define

$$
\Gamma_{2}=-\frac{3 M}{4 m}+\sqrt{\left(\frac{3 M}{4 m}\right)^{2}+\frac{3 M}{m}+3}
$$

We remark that if $\lambda>\Gamma_{2}$ then $F(\lambda)<0$.
Theorem 3.6. For any $M>0, m>0, m(2 n-1)+1>0$ and $\lambda>\Gamma_{2}$ satisfying

$$
|\gamma|^{n+1} \leq \frac{n+1}{n}\left(\frac{1}{3} m \lambda^{3}+\frac{1}{2} M \lambda^{2}-(M+m) \lambda\right)
$$

solution $f_{\gamma}$ to (2.5)-(2.7)
(i) is positive and monotonic increasing on $\left(0, \eta_{\gamma}\right)$ and global;
(ii) $\lim _{\eta \rightarrow \infty} f_{\gamma}(\eta)=\infty, \lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime \prime}(\eta)=0$ and $\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime}(\eta)=1$.

Proof of $(i)$. Remark that $E(0) \leq 0$ and $E^{\prime}=-\beta f_{\gamma} f_{\gamma}^{\prime \prime 2}$ on $\left(0, \eta_{\gamma}\right)$. As $\lambda>0$ we can assume that $f_{\gamma}$ and $f_{\gamma}^{\prime}$ are positive on some $\left(0, \eta_{0}\right)$, i.e., $E^{\prime} \leq 0$ and $E\left(\eta_{0}\right) \leq E(0)$, which gives

$$
E\left(\eta_{0}\right)<0
$$

If $f_{\gamma}^{\prime}\left(\eta_{0}\right)=0$, then $E\left(\eta_{0}\right)=E(0)=0$ for all $0 \leq \eta \leq \eta_{0}$. Then $f_{\gamma}^{\prime \prime} \equiv 0$ on $\left(0, \eta_{0}\right)$ implies $\lambda=0$, and this leads to contradiction. Hence, $f_{\gamma}$ is positive and it is a strictly monotone increasing function.

To show that $f_{\gamma}$ is global we use the energy function $E$, which gives

$$
\frac{n}{n+1}\left|f_{\gamma}^{\prime \prime}\right|^{n+1}-\frac{m}{3} f_{\gamma}^{\prime 3}-\frac{M}{2} f_{\gamma}^{\prime 2}+(M+m) f_{\gamma}^{\prime} \leq \frac{n}{n+1}|\gamma|^{n+1}-\frac{m}{3} \lambda^{3}-\frac{M}{2} \lambda^{2}+(M+m) \lambda
$$

From this, $f_{\gamma}^{\prime \prime}$ and $f_{\gamma}^{\prime}$ are bounded, therefore $f_{\gamma}$ is also bounded on $\left(0, \eta_{\gamma}\right)$ if $\eta_{\gamma}$ is finite, which is impossible. Then $\eta_{\gamma}$ is infinity and $f_{\gamma}$ is global.

Proof of (ii). First we show that $\lim _{\eta \rightarrow \infty} f_{\gamma}(\eta)=\infty$. Let us assume that $f_{\gamma}$ has a limit at infinity

$$
\lim _{\eta \rightarrow \infty} f_{\gamma}(\eta)=L, \quad L \in(0, \infty]
$$

as $f_{\gamma}^{\prime}$ is positive. Assume that $L$ is finite. Hence, there exists a sequence $\left(\eta_{r}\right)$ converging to infinity with $r$ such that $f^{\prime}\left(\eta_{r}\right)$ tends to 0 as $r \rightarrow \infty$. Then,

$$
-\frac{m}{3} f^{\prime}\left(\eta_{r}\right)^{3}-\frac{M}{2} f^{\prime}\left(\eta_{r}\right)^{2}+(M+m) f^{\prime}\left(\eta_{r}\right) \leq E\left(\eta_{r}\right) \leq E(0)
$$

for any $r \in \mathbf{N}$. It gives $0 \leq E(\infty) \leq E(0)$, a contradiction.
Next, we show that

$$
\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime \prime}(\eta)=0
$$

which is the case if $f_{\gamma}^{\prime \prime}$ is monotone on some interval $\left[\eta_{0}, \infty\right)$ since $f_{\gamma}^{\prime}$ and $f_{\gamma}^{\prime \prime}$ are bounded. Assume that $\left|f_{\gamma}^{\prime \prime}\right|^{n-1} f_{\gamma}^{\prime \prime}$ is not monotone on any interval $\left[\eta_{0}, \infty\right)$. Then there exists a sequence $\left\{\eta_{r}\right\}$ tending to infinity as $r \rightarrow \infty$ such that $\left(\left|f_{\gamma}^{\prime \prime}\right|^{n-1} f_{\gamma}^{\prime \prime}\right)^{\prime}\left(\eta_{r}\right)=0$, and $\left(\left|f_{\gamma}^{\prime \prime}\right|^{n-1} f_{\gamma}^{\prime \prime}\right)\left(\eta_{2 r}\right)$ is a local maximum, $\left(\left|f_{\gamma}^{\prime \prime}\right|^{n-1} f_{\gamma}^{\prime \prime}\right)\left(\eta_{2 r+1}\right)$ is a local minimum. Applying $\eta=\eta_{r}$ to the differential equation, one gets

$$
\frac{m(2 n-1)+1}{n+1} f_{\gamma}^{\prime \prime}\left(\eta_{r}\right)=-\frac{m\left(1-f_{\gamma}^{\prime 2}\left(\eta_{r}\right)\right)+M\left(1-f_{\gamma}^{\prime}\left(\eta_{r}\right)\right)}{f_{\gamma}\left(\eta_{r}\right)}
$$

As $f_{\gamma}^{\prime}$ is bounded and $f_{\gamma}$ tends to infinity then $f_{\gamma}^{\prime \prime}\left(\eta_{r}\right) \rightarrow 0$ as $r \rightarrow \infty$ and

$$
\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime \prime}(\eta)=0
$$

Let $f_{\gamma}$ be the global solution of (3.1), then we show that it satisfies $\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime}(\eta)=1$. Assume that $f_{\gamma}^{\prime}$ has a finite limit at infinity. Then, function $E$ has a finite limit at infinity, $E(\infty)$. Since $\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime \prime}(\eta)=0$, then

$$
\lim _{\eta \rightarrow \infty}\left(-\frac{m}{3} f_{\gamma}^{\prime 3}-\frac{M}{2} f_{\gamma}^{\prime 2}+(M+m) f_{\gamma}^{\prime}\right)=E(\infty)
$$

Let us assume that for two non-negative $L_{1}$ and $L_{2}$

$$
\liminf _{\eta \rightarrow \infty} f_{\gamma}^{\prime}(\eta)=L_{1}
$$

and

$$
\limsup _{\eta \rightarrow \infty} f_{\gamma}^{\prime}(\eta)=L_{2}
$$

and these satisfy

$$
-\frac{m}{3} L_{i}^{3}-\frac{M}{2} L_{i}^{2}+(M+m) L_{i}=E(\infty), \quad i=1,2
$$

We suppose, that $L_{1} \neq L_{2}$ and choose $\bar{L}$ such that $L_{1}<\bar{L}<L_{2}$. Let $\left\{\eta_{r}\right\}_{r \in \mathbf{N}}$ be a sequence tending to infinity with $r$ such that

$$
\lim _{\eta \rightarrow \infty} f_{\gamma}^{\prime}\left(\eta_{r}\right)=\bar{L}
$$

With function $E$, we have

$$
E(\infty)=-\frac{m}{3} \bar{L}^{3}-\frac{M}{2} \bar{L}^{2}+(M+m) \bar{L}
$$

for all $L_{1}<\bar{L}<L_{2}$, which is impossible. Then $L_{1}=L_{2}$. Hence, $f_{\gamma}^{\prime}(\eta)$ has finite limit a infinity. Denote this limit by $\bar{L}$, which is non-negative. Assume that $\bar{L}=0$, then $E(\infty)=0$. Since $E$ is a decreasing function we get $E \equiv 0$ and get a contradiction. Hence $\bar{L}>0$. Next, we use the identity (3.2) to obtain

$$
\begin{aligned}
\left|f_{\gamma}^{\prime \prime}(\eta)\right|^{n-1} f_{\gamma}^{\prime \prime}(\eta) & =-(M+m) \eta-\frac{m(2 n-1)+1}{n+1} \bar{L}^{2} \eta+\frac{1+3 n m}{n+1} \bar{L}^{2} \eta+o(1) \\
\left|f_{\gamma}^{\prime \prime}(\eta)\right|^{n-1} f_{\gamma}^{\prime \prime}(\eta) & =\left[m \bar{L}^{2}+M \bar{L}-(M+m)\right] \eta+o(1)
\end{aligned}
$$

as $\eta \rightarrow \infty$. From this, we deduce that

$$
m \bar{L}^{2}+M \bar{L}-(M+m)=0
$$

which implies that $\bar{L}=1$ for a positive $\bar{L}$. This ends the proof of Theorem 3.6.
We finish this section with a non-existence result for $m>0$.
Theorem 3.7. Problem (2.5)-(2.7) has no non-negative solution for $m>0, M>0, m(2 n-1)+1<0$, $\lambda>0$ and

$$
\begin{equation*}
|\gamma|^{n+1}>\frac{n+1}{n}(\lambda-1)^{2}\left(\lambda+2+\frac{3 M}{4 m}\right) \tag{3.6}
\end{equation*}
$$

Proof. Let $f_{\gamma}$ be a non-negative solution to (2.5). Function $E$ satisfies

$$
E^{\prime}(\eta)=-\frac{m(2 n-1)+1}{n+1} f f^{\prime \prime 2}
$$

which is non-negative. Clearly,

$$
E(0) \leq \lim _{\eta \rightarrow \infty} E(\eta)
$$

Hence,

$$
\begin{gathered}
\frac{n}{n+1}|\gamma|^{n+1}-\frac{m}{3} \lambda^{3}-\frac{M}{2} \lambda^{2}+(M+m) \lambda \leq \frac{2 m}{3}+\frac{M}{2} \\
|\gamma|^{n+1} \leq \frac{n+1}{n}(\lambda-1)^{2}\left(\lambda+2+\frac{3 M}{4 m}\right)
\end{gathered}
$$

and this contradicts (3.6).

## 4 Numerical solution

The influence of the parameter values can be investigated through numerical solutions to the above non-Newtonian MHD flow problem. To solve the ordinary differential equation (2.5) under boundary conditions (2.6) and (2.7), we use a Chebyshev spectral method. Spectral methods can be applied to provide very accurate results when the solution is smooth enough. More precisely, if the solution is differentiable to all orders, an exponential (or infinite order or spectral) convergence is achieved. However, if the solution is $m$-times continuously differentiable, the rate of convergence is algebraic: $O\left(k^{m}\right)$, where $k$ is the $k$-th expansion mode [5]. Superior convergence can be achieved for entire functions. In our calculations the collocation method is used. During collocation the function values of the interpolating polynomial at the collocation points (nodal approximation) are determined. For other aspects of the method, we refer to [6]. The $n$-th order Chebyshev polynomial of the first kind, $T_{n}(x)$ is defined on $[-1,1]$. Let us define the modal approximation $I_{N} u(x)$ of a function $u(x)$ as

$$
\begin{equation*}
I_{N} u(x)=\sum_{j=0}^{N} a_{j} T_{j}(x), \tag{4.1}
\end{equation*}
$$

where $a_{j}$ are constants, $T_{j}(x)$ are the $j$-th Chebyshev polynomial $(j=0, \ldots, N)$ and the nodal approximation $p_{N} u(x)$ of $u(x)$ can be evaluated in the Lagrange base $l_{j}(x)$ as

$$
\begin{equation*}
p_{N} u(x)=\sum_{j=0}^{N} u_{j} l_{j}(x) . \tag{4.2}
\end{equation*}
$$

The spectral differentiation for Chebyshev polynomials can be carried out either by a matrix-vector product or by using the Fast Fourier Transform (FFT). We implement the matrixvector multiplication method because of the relatively few number of collocation points. The first derivative of $u$ is approximated as

$$
u^{\prime}(x) \approx \sum_{j=0}^{N} D_{i j} u_{j}, \quad i=0, \ldots, N,
$$

where $\mathbf{D}$ is the first differentiation matrix. Similarly, the $p$-th order derivative is calculated as

$$
\begin{equation*}
\frac{d^{p} u\left(x_{i}\right)}{d x^{p}} \approx \sum_{j=0}^{N} D_{i j}^{(p)} u_{j}, \quad i=0, \ldots, N, \tag{4.3}
\end{equation*}
$$

with $\mathbf{D}^{(p)}$ standing for the $p$-th differentiation matrix. For $\mathbf{D}$ and $\mathbf{D}^{(2)}$ exact formulas exist.
One of the methods for solving a boundary value problem on an infinite or semi-infinite interval is the so-called domain truncation. Performing the truncation and the linear mapping we have

$$
\begin{equation*}
\eta \in[0, \infty) \rightarrow \xi[0, L] \xrightarrow{\varsigma=\frac{\tilde{\tau}}{\tau}} \varsigma \in[0,1] \xrightarrow{x=2 \varsigma-1} x \in[-1,1] . \tag{4.4}
\end{equation*}
$$

Introducing $\bar{f}(x)=f(\eta(x))$, boundary value problem (2.5)-(2.7) reads

$$
\begin{gathered}
\left(\frac{2}{L}\right)^{2 n+1}\left(\left|\bar{f}^{\prime \prime}\right|^{n-1} \bar{f}^{\prime \prime}\right)^{\prime}+\left(\frac{2}{L}\right)^{2} \beta \overline{f f}^{\prime \prime}-\left(\frac{2}{L}\right)^{2} m \bar{f}^{\prime 2}-\left(\frac{2}{L}\right) M \bar{f}^{\prime}+m+M=0, \\
\bar{f}(-1)=0, \quad \bar{f}^{\prime}(-1)=\lambda \frac{L}{2}, \quad \bar{f}^{\prime}(1)=\frac{L}{2} .
\end{gathered}
$$

| $\lambda$ | $f^{\prime \prime}(0)$ <br> [spectral] | $f^{\prime \prime}(0)$ <br> [8] |
| :--- | :--- | :---: |
| 0 | 1.3758 | 1.3759 |
| 0.1 | 1.2036 |  |
| 0.2 | 1.0336 |  |
| 0.3 | 0.8752 |  |
| 0.4 | 0.7171 |  |
| 0.5 | 0.5722 |  |
| 1 | 0 |  |
| 1.2 | -0.1792 |  |
| 1.5 | -0.6080 |  |
| 2 | -1.6520 |  |


| $\lambda$ | $f^{\prime \prime}(0)$ <br> [spectral] | $f^{\prime \prime}(0)$ <br> $[8]$ |
| :--- | :--- | :---: |
| 0 | 1.4992 | 1.4992 |
| 0.1 | 1.3847 |  |
| 0.2 | 1.2675 |  |
| 0.3 | 1.1458 |  |
| 0.4 | 1.0167 |  |
| 0.5 | 0.8812 |  |
| 1 | 0 |  |
| 1.2 | -0.3277 |  |
| 1.5 | -0.8506 |  |
| 2 | -1.8003 |  |

(b) $n=1.5$
(a) $n=0.5$

Table 4.1: Variation of $f^{\prime \prime}(0)$ for $m=0, M=2$ and $n=0.5,1.5$.

Let us seek function $g$ such that $\bar{f}(x)=P(x) g(x), P(x)=a x^{2}+b x+c$.
In case of $P(-1)=0, P^{\prime}(-1)=\lambda L / 2$ and $P^{\prime}(1)=L / 2$ are satisfied, $a, b, c$ are obtained as

$$
a=(1-\lambda) L / 8, \quad b=(1+\lambda) L / 4, \quad c=(1+3 \lambda) L / 8
$$

Now, the differential equation is reformulated as

$$
\begin{align*}
& \left(\frac{2}{L}\right)^{2 n+1}\left[6 a g^{\prime}+(6 a x+3 b) g^{\prime \prime}+\left(a x^{2}+b x+c\right) g^{\prime \prime \prime}\right]\left|2 a g+(4 a x+2 b) g^{\prime}+\left(a x^{2}+b x+c\right) g^{\prime \prime}\right|^{n-1} \\
& \quad+\left(\frac{2}{L}\right)^{2} \beta\left[\left(a x^{2}+b x+c\right) g\right]\left[2 a g+(4 a x+2 b) g^{\prime}+\left(a x^{2}+b x+c\right) g^{\prime \prime}\right]  \tag{4.5}\\
& \quad-\left(\frac{2}{L}\right)^{2} m\left[(2 a x+b) g+\left(a x^{2}+b x+c\right) g^{\prime}\right]^{2} \\
& \quad-\left(\frac{2}{L}\right) M\left[(2 a x+b) g+\left(a x^{2}+b x+c\right) g^{\prime}\right]+m+M=0
\end{align*}
$$

under the boundary conditions

$$
\begin{equation*}
g(-1)=1, \quad g^{\prime}(1)=0 \tag{4.6}
\end{equation*}
$$

After the discretization of $g(x)$ and its derivatives according to (4.5) and (4.6), the resulting system of nonlinear equations is solved with the Levenberg-Marquardt algorithm in Matlab.

In Table 4.1, we list some values of $f^{\prime \prime}(0)$ for $n=1$ and $m=0.5,1,1.5$ when the magnetic parameter takes 1 and for different values of the velocity ratio in the range $0 \leq \lambda \leq 2$. We note that results published in the literature are special cases of the above. For $\lambda=0$, Chiam [8] obtained numerical solution by shooting method using a fourth-order Runge-Kutta routine. These are in good agreement with our results obtained with spectral method. Two computed skin friction profiles $f^{\prime \prime}(0)\left|f^{\prime \prime}(0)\right|^{n-1}$ are presented in Figure 4.1. The effect of $n$ is opposite if $\lambda<1$ or $\lambda>1$ for shear-thinning $(n=0.5)$ or shear-thickening $(n=1.5)$ fluids.

Figure 4.2 demonstrates that $-\left|f^{\prime \prime}(0)\right|^{n}$ decreases gradually with increasing $n$ in the range [0.5,2] for fixed value of $M$. This observation is consistent with findings of Djukic [11].


Figure 4.1: Skin friction parameter $f^{\prime \prime}(0)\left|f^{\prime \prime}(0)\right|^{n-1}$ for $n=0.5 ; 1.5$ and $m=0, M=2$.


Figure 4.2: Skin friction parameter $-\left|f^{\prime \prime}(0)\right|^{n}$ for $m=0, M=1, \lambda=2$ and $n \in[0.5, \ldots, 2]$.

| $\lambda$ | $f^{\prime \prime}(0)$ <br> [spectral] | $f^{\prime \prime}(0)$ <br> $[19]$ |
| :--- | :--- | :--- |
| 0 |  |  |
| 0.2 | 0.8994 |  |
| 0.3 | 0.7987 |  |
| 0.4 | 0.6947 |  |
| 0.5 | 0.5871 |  |
| 0.6 | 0.4762 |  |
| 0.7 | 0.3620 |  |
| 1 | 0 |  |
| 1.2 | -0.2567 |  |
| 1.5 | -0.6642 |  |
| 2 | -1.3998 |  |

(a) $m=0$

| $\lambda$ | $f^{\prime \prime}(0)$ <br> [spectral] | $f^{\prime \prime}(0)$ <br> [19] |
| :--- | :--- | :---: |
| 0 | 1.3599 | 1.3599 |
| 0.2 | 1.1284 |  |
| 0.3 | 1.004 |  |
| 0.4 | 0.8755 |  |
| 0.5 | 0.7414 |  |
| 0.6 | 0.6025 |  |
| 0.7 | 0.4587 |  |
| 1 | 0 |  |
| 1.2 | -0.3277 |  |
| 1.5 | -0.8506 |  |
| 2 | -1.8003 |  |

(b) $m=0.5$

| $\lambda$ | $f^{\prime \prime}(0)$ <br> [spectral] | $f^{\prime \prime}(0)$ <br> $[19]$ |
| :--- | :--- | :---: |
| 0 | 1.5851 | 1.5851 |
| 0.2 | 1.3190 |  |
| 0.3 | 1.1757 |  |
| 0.4 | 1.0258 |  |
| 0.5 | 0.8696 |  |
| 0.6 | 0.7073 |  |
| 0.7 | 0.5391 |  |
| 1 | 0 |  |
| 1.2 | -0.3866 |  |
| 1.5 | -1.0052 |  |
| 2 | -2.1327 |  |

(c) $m=1$

Table 4.2: Variation of $f^{\prime \prime}(0)$ for $M=1, n=1$ and $m=0,0.5,1$.


Figure 4.3: Variation of $f^{\prime \prime}(0)$ for $M=1, n=1$ and $m=0,0.5,1$.

The data for $f^{\prime \prime}(0)$ in Table 4.2, which plotted in Figure 4.3 show that $f^{\prime \prime}(0)$ decreases with the velocity ratio $\lambda$ for three different stretching parameter $m$. Our results are in good agreement with those obtained by Soundalgekar et al. [19].
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