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#### Abstract

We investigate the following two problems on a hermitian form $\Phi$ over an algebraic number field: (1) classification of $\Phi$ over the ring of algebraic integers; (2) hermitian Diophantine equations. The same types of problems for quadratic forms were treated in the author's previous articles. Here we discuss the hermitian case. Problem (2) concerns an equation $\xi \Phi \cdot{ }^{t} \xi^{\rho}=\Psi$, where $\Phi$ and $\Psi$ represent hermitian forms. We connect the number of such $\xi$ modulo a group of units with the class number and mass of the unitary group of a form $\Theta$ such that $\Phi \approx \Psi \oplus \Theta$.
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## Introduction

To explain Problems (1) and (2) of the abstract, we take a quadratic extension $K$ of an algebraic number field $F$, a vector space $V$ over $K$ of dimension $n$, and a nondegenerate hermitian form $\varphi: V \times V \rightarrow K$ with respect to the nontrivial automorphism $\rho$ of $K$ over $F$. We denote by $d_{0}(\varphi)$ the coset of $F^{\times} / N_{K / F}\left(K^{\times}\right)$represented by $(-1)^{n(n-1) / 2} \operatorname{det}(\varphi)$. It is classically known that $n, d_{0}(\varphi)$, and the indices of $\varphi$ at certain archimedean primes of $F$, satisfying a natural consistency condition, determine the isomorphism class of $(V, \varphi)$, and vice versa. This classification does not answer, however, the question of classification over the ring of integers. To be precise, let $\mathfrak{r}$ denote the ring of algebraic integers in $K$ and $\mathfrak{g}=F \cap \mathfrak{r}$; let $\mathfrak{d}$ be the different of $K$ relative to $F$. We put

$$
\begin{equation*}
\mathfrak{H}_{n}=\left\{\Phi \in G L_{n}(K) \mid \Phi={ }^{t} \Phi^{\rho}\right\} . \tag{0.1}
\end{equation*}
$$

We call a matrix $\Phi=\left(\varphi_{i j}\right) \in \mathfrak{H}_{n}$ semi-integral if $\varphi_{i j} \in \mathfrak{d}^{-1}$ and $\varphi_{i i} \in \mathfrak{g}$ for every $i$ and $j$, which means that $\sum_{i, j} \varphi_{i j} x_{i} x_{j}^{\rho} \in \mathfrak{g}$ for every $\left(x_{i}\right)_{i=1}^{n} \in \mathfrak{r}^{n}$. Further we call a semi-integral $\Phi$ reduced if the following condition is satisfied:
(R) If $\Phi=P \Psi \cdot{ }^{t} P^{\rho}$ with a semi-integral $\Psi$ and $P=\left(p_{i j}\right) \in G L_{n}(K), p_{i j} \in \mathfrak{r}$, then $\operatorname{det}(P) \in \mathfrak{r}^{\times}$.
These definitions are natural, but cover only a special class of $(V, \varphi)$, as an $\mathfrak{r}$-lattice in $V$ may not be isomorphic to $\mathfrak{r}^{n}$. In order to classify all $\mathfrak{g}$-valued hermitian forms, we have to define the genus of a form relative to an isomorphism class of lattices, and study its connection with the isomorphism class of $(V, \varphi)$. These are nontrivial, and will be treated in $\S \S 2.4$ and 2.5 . We are then able to classify all the genera of $\mathfrak{g}$-valued hermitian forms in terms of matrices (Theorems 2.10 and 2.11). The results can be presented in simpler forms if $K$ is a real or an imaginary quadratic field of odd class number, in which case the above definitions cover all hermitian spaces. Let $d$ be the discriminant of such a $K$; then $K=\mathbf{Q}(\sqrt{d})$. For a semi-integral $\Phi$ with entries in $K$, put $s(\Phi)=p-q$ when $d<0$ and $\Phi$ as a complex hermitian matrix has $p$ positive and $q$ negative eigenvalues; we do not define $s(\Phi)$ if $d>0$. Let $\mathfrak{H}_{n}^{0}$ be the set of all reduced semi-integral elements of $\mathfrak{H}_{n}$. Then we can prove (Theorem 2.14):
(A) Let three integers $n, \sigma$, and $e$ be given as follows: $0<n \in 2 \mathbf{Z}, \sigma \in$ $2 \mathbf{Z},|\sigma| \leq n ; \sigma=0$ if $d>0 ;$ e is positive and squarefree. Let $r$ be the number of prime factors of $e$. Suppose that $\sigma-2 r \in 4 \mathbf{Z}$ and no prime factor of e splits in $K$. Then there exists an element $\Phi$ of $\mathfrak{H}_{n}^{0}$ such that

$$
\begin{aligned}
& \operatorname{det}(\sqrt{d} \Phi)=(-1)^{\sigma / 2} e \quad \text { and } \quad s(\Phi)=\sigma \quad \text { if } d<0 \\
& \operatorname{det}(\sqrt{d} \Phi)=\tau e \quad \text { with } \quad \tau=1 \quad \text { or }-1 \quad \text { if } d>0
\end{aligned}
$$

Moreover, every element of $\mathfrak{H}_{n}^{0}$ is of this type. Its genus is determined by ( $\sigma, e$ ) if $d<0$, and by $e$ if $d>0$. If $d>0$ and $-1 \in N_{K / \mathbf{Q}}\left(K^{\times}\right)$, then both $e$ and $-e$ can occur as $\operatorname{det}(\sqrt{d} \Phi)$ for $\Phi$ in the same genus. If $d>0$ and $-1 \notin N_{K / \mathbf{Q}}\left(K^{\times}\right)$, then $\tau$ is uniquely determined by the condition that a prime number $p$ divides $e$ if and only if $\tau e \notin N_{K / \mathbf{Q}}\left(K_{p}^{\times}\right)$, where $K_{p}=K \otimes_{\mathbf{Q}} \mathbf{Q}_{p}$.
This concerns the case of even $n$. We have similar but somewhat different results for odd $n$ (Theorem 2.15). In fact we discussed in [S5] and [S6] semiintegral and reduced quadratic forms and obtained results of the same type. If $K$ is imaginary, the hermitian case is almost parallel to the case of quadratic forms over $\mathbf{Q}$, but the theory for real $K$ is more subtle, as can be seen from the above statement.
Let us now turn to the second problem. Before explaining the principal results, let us first discuss natural problems which are more basic and which must be settled before investigating the main question. Given $(V, \varphi)$ as before, let $U^{\varphi}(V)$ and $S U^{\varphi}(V)$ denote the unitary group and the special unitary group of $\varphi$, defined as subgroups of $G L(V, K)$. Take an $\mathfrak{r}$-lattice $L$ in $V$ and put

$$
\begin{equation*}
\Gamma(L)=\left\{\alpha \in U^{\varphi}(V) \mid L \alpha=L\right\}, \quad \Gamma^{1}(L)=\Gamma(L) \cap S U^{\varphi}(V) \tag{0.2}
\end{equation*}
$$

Then we ask, for a fixed $q \in F^{\times}$, whether the set $\{h \in V \mid \varphi[h]=q\}$ modulo $\Gamma^{1}(L)$ is a finite set. A similar question can be asked by replacing $F, K,(V, \varphi)$ and $L$ by their localizations at a nonarchimedean prime and by defining an obvious analogue of $\Gamma^{1}(L)$. We will prove that the answer is affirmative in both global and local cases, provided $n>1$ (Theorems 3.3 and 4.2). The same is true for the problem about the solutions $\xi$ of the equation $\xi \Phi \cdot{ }^{t} \xi^{\rho}=\Psi$, where $\Psi$ is of size $m$, and $\xi$ belongs to an $\mathfrak{r}$-lattice in the space of $(m \times n)$-matrices with entries in $K$, where $m$ is a positive integer $<n$ (Theorems 5.2 and 5.3). We already proved in [S3] the analogues of these facts for quadratic forms and orthogonal groups.

In order to go beyond the mere finiteness, we consider the adelizations $U^{\varphi}(V)_{\mathbf{A}}$ and $S U^{\varphi}(V)_{\mathbf{A}}$, and define their open subgroups $C$ and $C^{1}$ by

$$
\begin{equation*}
C=\left\{\gamma \in U^{\varphi}(V)_{\mathbf{A}} \mid L \gamma=L\right\}, \quad C^{1}=C \cap S U^{\varphi}(V)_{\mathbf{A}} \tag{0.3}
\end{equation*}
$$

where $L$ is a fixed $\mathfrak{r}$-lattice in $V$. Given two solutions $\xi_{0}$ and $\xi_{1}$ of the equation $\xi \Phi \cdot{ }^{t} \xi^{\rho}=\Psi$, we say that they belong to the same genus (with respect to $C$ ) if $\xi_{0} \gamma_{v}=\xi_{1}$ for every nonarchimedean prime $v$ with an element $\left(\gamma_{v}\right)_{v} \in C$. Naturally they are said to belong to the same class if $\xi_{0} \gamma=\xi_{1}$ with $\gamma \in \Gamma(L)$. Now to explain our principal ideas in the simplest case, put $G=U^{\varphi}(V)$ and $H=\left\{\alpha \in G \mid \xi_{0} \alpha=\xi_{0}\right\}$; also assume for the moment that $G_{\mathbf{A}}=G C$. Then there is a bijection of $H \backslash H_{\mathbf{A}} /\left(H_{\mathbf{A}} \cap C\right)$ onto the set of classes in the genus of $\xi_{0}$, and so
(B) $\quad \#\left\{H \backslash H_{\mathbf{A}} /\left(H_{\mathbf{A}} \cap C\right)\right\}=$ the number of classes in the genus of $\xi_{0}$.

Here and henceforth $\#\{X\}$ denotes the number of elements in a set $X$. If $G_{\mathbf{A}} \neq G C$, the right-hand side becomes a finite sum of the class numbers of several genera (Theorem 5.4). Since the left-hand side is the class number of the unitary group $H$ with respect to $H_{\mathbf{A}} \cap C$, equality (B) connects it to the solutions $\xi$ of $\xi \Phi \cdot{ }^{t} \xi^{\rho}=\Psi$.

If $m=1$, the results can be stated in a more transparent way. Returning to the hermitian form $\varphi: V \times V \rightarrow K$, put $\varphi[h]=\varphi(h, h)$ for $h \in V$. Then the equation $\xi \Phi \cdot{ }^{t} \xi^{\rho}=\Psi$ can be written $\varphi[h]=q$ with $h \in V$ and $q \in F^{\times}$; thus $h$ and $q$ replace $\xi$ and $\Psi$. Given a fractional ideal $\mathfrak{b}$ in $K$, put

$$
\begin{equation*}
L[q, \mathfrak{b}]=\{h \in V \mid \varphi[h]=q, \varphi(h, L)=\mathfrak{b}\} . \tag{0.4}
\end{equation*}
$$

We call $L$ integral if $\varphi[x] \in \mathfrak{g}$ for every $x \in L$ and call $L$ maximal if it is maximal among the integral $\mathfrak{r}$-lattices. The point of considering $L[q, \mathfrak{b}]$ is that $L[q, \mathfrak{b}]$, if nonempty, consists of a single genus with respect to $C$ in the above sense. This is clearly a result of local nature; unfortunately, its proof given in Section 3 is not short. In this case $H=U^{\varphi}(W)$, where $W$ is the orthogonal complement of $K h$ in $V$. Now we can prove (Theorem 4.4, Corollary 5.8):
(C) For every $y \in G_{\mathbf{A}}$, there is a bijection of $H \backslash\left(H_{\mathbf{A}} \cap G y C\right) /\left(H_{\mathbf{A}} \cap C\right)$ onto $\left(L y^{-1}\right)[q, \mathfrak{b}] / \Delta_{y}$, where $\Delta_{y}=G \cap y C y^{-1}$.
(D) Take $\left\{y_{i}\right\}_{i \in I} \subset G_{\mathbf{A}}$ so that $G_{\mathbf{A}}=\bigsqcup_{i \in I} G y_{i} C$ and put $L_{i}=L y_{i}^{-1}$. Then

$$
\sum_{i \in I} \#\left\{L_{i}[q, \mathfrak{b}] / \Gamma\left(L_{i}\right)\right\}=\#\left\{H \backslash H_{\mathbf{A}} /\left(H_{\mathbf{A}} \cap C\right)\right\}
$$

(E) If the archimedean factor of $G_{\mathbf{A}}$ is compact, then

$$
\sum_{i \in I} \#\left\{L_{i}[q, \mathfrak{b}]\right\} / \#\left\{\Gamma_{i}\right\}=\mathfrak{m}\left(H, H_{\mathbf{A}} \cap C\right)
$$

where the right-hand side is the mass of $H$ with respect to the open subgroup $H_{\mathbf{A}} \cap C$ of $H_{\mathbf{A}}$ in the sense of [S2].

These assertions are true with $S U^{\varphi}(V), S U^{\varphi}(W)$ and $C^{1}$ in place of $G, H$, and $C$, if $\operatorname{dim}(V)>2$ and we impose a certain condition on $(q, \mathfrak{b})$. Notice that (E) gives the mass of $H$ by means of the number of solutions $h$ of $\varphi[h]=q$ under the condition $\varphi(h, L)=\mathfrak{b}$, while (D) gives the class number of $H$.

In our recent book [S3, Chapter III] we developed a theory of a Diophantine equation $\varphi[h]=q$ for a quadratic form $\varphi$ defined on a vector space over an algebraic number field. The principal result is that to each "primitive solution" $h$ of this equation for a fixed $q$, considered modulo the group of units $\Gamma$, one can associate a "class" of lattices with respect to the orthogonal group $H$ of the restriction of $\varphi$ to a subspace of codimension 1. Consequently the class number of $H$ equals the number of such $h$ modulo $\Gamma$. This includes as a special case the result of Gauss that the number of primitive representations of $q$ as the sum of three squares equals an elementary factor times the class number of primitive binary quadratic forms of discriminant $-q$. Also, formulas of type (B) and (E) were proved in [S3] and [S6] for quadratic forms. The reader is referred to [S7] for some more historical and technical comments on this subject. Now (B), (C), (D), and (E) are hermitian analogues of these results. In order to develop the theory for hermitian forms, we are naturally guided by the formulation in the case of quadratic forms, but we need new ideas and technique, and it is wrong to say that we can do things "in the same way." This is especially so when we consider the problem with respect to the special unitary group instead of the unitary group. Thus there are two theories with respect to these two types of groups, and one, that for the special unitary group, is more complex than the other, and in a sense more interesting.

## 1. Generalities on hermitian forms and unitary groups

1.1. For an associative ring $A$ with an identity element we denote by $A^{\times}$ the group of all invertible elements of $A$, and for positive integers $m$ and $n$ we denote by $A_{n}^{m}$ the $A$-module of all $(m \times n)$-matrices with entries in $A$. We put $M_{n}(A)=A_{n}^{n}$ when we view it as a ring, and denote by $1_{n}$ its identity element.

We take a basic field $F$ and a couple ( $K, \rho$ ) consisting of an $F$-algebra $K$ and a nontrivial $F$-linear automorphism $\rho$ of $K$ belonging to the following two types:
(I) $K$ is a separable quadratic extension of $F$ and $\rho$ generates $\operatorname{Gal}(K / F)$;
(II) $K=F \times F$ and $(x, y)^{\rho}=(y, x)$ for $(x, y) \in F \times F$.

In our later discussion, $K$ of type (II) will appear as a localization of a global $K$ of type (I). For a matrix $\alpha=\left(a_{i j}\right)$ with entries in $K$ we denote by ${ }^{t} \alpha$ the transpose of $\alpha$, and put $\alpha^{\rho}=\left(a_{i j}^{\rho}\right)$ and $\alpha^{*}={ }^{t} \alpha^{\rho}$; we put also $\alpha^{-\rho}=\left(\alpha^{\rho}\right)^{-1}$ when $\alpha$ is invertible. For a subring $S$ of $K$ we write $\alpha \prec S$ if all the entries of $\alpha$ are contained in $S$. Given a left $K$-module $V$, we denote by $\operatorname{End}(V, K)$ the ring of all $K$-linear endomorphisms of $V$ and put $G L(V, K)=\operatorname{End}(V, K)^{\times}$. We let $\operatorname{End}(V, K)$ act on $V$ on the right; namely we denote by $w \alpha$ the image of $w \in V$ under $\alpha \in \operatorname{End}(V, K)$.
Let $V$ be a left $K$-module isomorphic to $K_{n}^{1}$; we put then $n=\operatorname{dim}(V)$. By a hermitian space we mean a structure $(V, \varphi)$, where $\varphi$ is a hermitian form on $V$, that is, an $F$-bilinear map $\varphi: V \times V \rightarrow K$ such that

$$
\begin{gather*}
\varphi(x, y)^{\rho}=\varphi(y, x)  \tag{1.1}\\
\varphi(a x, b y)=a b^{\rho} \varphi(x, y) \quad \text { for every } \quad a, b \in K . \tag{1.2}
\end{gather*}
$$

Whenever we speak of a hermitian space $(V, \varphi)$, we assume that $\varphi$ is nondegenerate, and put $\varphi[x]=\varphi(x, x)$ for $x \in V$. We define groups $U^{\varphi}(V)$ and $S U^{\varphi}(V)$ by

$$
\begin{gather*}
U^{\varphi}=U^{\varphi}(V)=\{\alpha \in G L(V, K) \mid \varphi[x \alpha]=\varphi[x] \text { for every } x \in V\}  \tag{1.3a}\\
S U^{\varphi}=S U^{\varphi}(V)=\left\{\alpha \in U^{\varphi}(V) \mid \operatorname{det}(\alpha)=1\right\}
\end{gather*}
$$

For every free $K$-submodule $X$ of $V$ on which $\varphi$ is nondegenerate, we put

$$
\begin{equation*}
X^{\perp}=\{y \in V \mid \varphi(y, X)=0\} \tag{1.4}
\end{equation*}
$$

and define $U^{\varphi}(X)$ and $S U^{\varphi}(X)$ by (1.3a, b) with $X$ in place of $V$; namely we use $\varphi$ for its restriction to $X$. We always identify $U^{\varphi}(X)$ with the subgroup of $U^{\varphi}(V)$ consisting of the elements $\alpha$ such that $y \alpha=y$ for every $y \in X^{\perp}$. Similarly we view $S U^{\varphi}(X)$ as a subgroup of $S U^{\varphi}(V)$.

Let $h$ be an element of $V$ such that $\varphi[h] \neq 0$. Then

$$
\{x \in V \mid \varphi[x]=\varphi[h]\}=\left\{\begin{array}{lll}
h \cdot U^{\varphi} & \text { if } & \operatorname{dim}(V)=1  \tag{1.5}\\
h \cdot S U^{\varphi} & \text { if } & \operatorname{dim}(V)>1
\end{array}\right.
$$

This follows easily from the generalized Witt theorem; see [S2, Lemma 1.3], for example. The case $K=F \times F$ is not included in that theorem, but the structure of $(V, \varphi)$ for such a $K$ is determined by $\operatorname{dim}(V)$ as shown in [S2, §2.13], and so the fact corresponding to the Witt theorem is trivially true; see also $\S 1.8$ below.
1.2. Let $\varphi_{0}$ be the matrix that represents $\varphi$ with respect to a $K$-basis of $V$; then we denote by $d_{0}(V, \varphi)$ the element of $F^{\times} / N_{K / F}\left(K^{\times}\right)$represented by $(-1)^{n / 2} \operatorname{det}\left(\varphi_{0}\right)$ or $(-1)^{(n-1) / 2} \operatorname{det}\left(\varphi_{0}\right)$ according as $n$ is even or odd. This does not depend on the choice of a $K$-basis of $V$. We denote $d_{0}(V, \varphi)$ simply by $d_{0}(V)$ or $d_{0}(\varphi)$ when there is no fear of confusion.

Given $s \in F^{\times}$, we denote by $\{K, s\}$ the quaternion algebra $B$ over $F$ in which $K$ is embedded and which is given by

$$
\begin{equation*}
B=K+K \omega, \quad \omega^{2}=s, \quad \omega a=a^{\rho} \omega \text { for every } a \in K \tag{1.6}
\end{equation*}
$$

Since $B$ is determined by $K$ and $s N_{K / F}\left(K^{\times}\right)$, for a coset $\varepsilon \in F^{\times} / N_{K / F}\left(K^{\times}\right)$ we denote by $\{K, \varepsilon\}$ the algebra $\{K, s\}$ with any $s \in \varepsilon$. In particular, we can associate with $(V, \varphi)$ a quaternion algebra $\left\{K, d_{0}(\varphi)\right\}$.

Lemma 1.3. Given $(V, \varphi)$ as in $\S 1.1$, suppose $\operatorname{dim}(V)=2$ and put $B=$ $\left\{K, d_{0}(\varphi)\right\}$. Then there is a ring-injection $j$ of $B$ into $\operatorname{End}(V, K)$ and an element $\ell$ of $V$ such that $\varphi[\ell] \neq 0, \ell j(B)=V, \quad \ell j(a)=a \ell$ for every $a \in K$, and $\varphi[\ell j(\xi)]=\varphi[\ell] \xi \xi^{\iota}$ for every $\xi \in B$, where $\iota$ is the main involution of $B$. Moreover, $\operatorname{Tr}_{K / F}(\varphi(\ell \alpha, \ell \beta))=\varphi[\ell] \operatorname{Tr}_{B / F}\left(\alpha \beta^{\iota}\right)$ for every $\alpha, \beta \in B$, and

$$
\begin{gather*}
U^{\varphi}(V)=\left\{z^{-1} \alpha \mid z \in K^{\times}, \alpha \in B^{\times}, z z^{\rho}=\alpha \alpha^{\iota}\right\}  \tag{1.7a}\\
S U^{\varphi}(V)=\left\{\alpha \in B^{\times} \mid \alpha \alpha^{\iota}=1\right\} \tag{1.7b}
\end{gather*}
$$

where we identify $\alpha$ with $j(\alpha)$ for $\alpha \in B$.
Proof. Identify $V$ with $K_{2}^{1}$ so that $\varphi(x, y)=x \varphi_{0} y^{*}$ for $x, y \in K_{2}^{1}$ with $\varphi_{0}=\operatorname{diag}[c,-c s]$, where $c, s \in F^{\times}$. Then $d_{0}(\varphi)=s N_{K / F}\left(K^{\times}\right)$, and so $B$ is given by (1.6). Define $j: B \rightarrow M_{2}(K)$ by $j(a+b \omega)=\left[\begin{array}{cc}a & b \\ s b^{\rho} & a^{\rho}\end{array}\right]$ and put $\ell=$ $(1,0)$. Then it is an easy exercise to verify all the statements; cf. [S2, Lemmas 4.3, 4.4, and (4.3.2)]. Notice that $j(B)=\left\{\alpha \in M_{2}(K) \mid \alpha^{\iota} \varphi_{0}=\varphi_{0} \alpha^{*}\right\}$.
1.4. When $K$ is a field, by a weak Witt decomposition of $V$ we mean a direct sum decomposition of $V$ with $2 r$ elements $e_{i}, f_{i}$, and a subspace $Z$ of $V$ such that

$$
\begin{align*}
& V=\sum_{i=1}^{r}\left(K e_{i}+K f_{i}\right)+Z, \quad Z=\left(\sum_{i=1}^{r}\left(K e_{i}+K f_{i}\right)\right)^{\perp}  \tag{1.8a}\\
& \varphi\left(e_{i}, e_{j}\right)=\varphi\left(f_{i}, f_{j}\right)=0, \quad \varphi\left(e_{i}, f_{j}\right)=\delta_{i j} \quad \text { for every } i \text { and } j \tag{1.8b}
\end{align*}
$$

Clearly $\sum_{i=1}^{r}\left(K e_{i}+K f_{i}\right)$ is a subspace of dimension $2 r$. We call this a Witt decomposition if $\varphi[x] \neq 0$ for every $x \in Z, \neq 0$, in which case we call $Z$ a core subspace of $(V, \varphi)$ and $\operatorname{dim}(Z)$ the core dimension of $(V, \varphi)$. If $\zeta$ is the restriction of $\varphi$ to $Z$, then clearly $d_{0}(\varphi)=d_{0}(\zeta)$.
1.5. In this paper a global field means an algebraic number field of finite degree, and a local field the completion of a global field at a nonarchimedean prime. For a global field $F$ we denote by $\mathfrak{g}$ the ring of algebraic integers in $F$;
for a local $F$ we denote by $\mathfrak{g}$ the ring of local integers in $F$ in the standard sense. An archimedean completion of a global field will not be called a local field. In both local and global cases, by a $\mathfrak{g}$-lattice in a finite-dimensional vector space $V$ over $F$, we mean a finitely generated $\mathfrak{g}$-submodule of $V$ that spans $V$ over $F$.
Let $(K, \rho)$ be as in $\S 1.1$ with a local or global $F$. We then denote by $\mathfrak{r}$ the ring of all elements of $K$ integral over $\mathfrak{g}$, and by $\mathfrak{d}$ the different of $K$ relative to $F$. We have $\mathfrak{r}=\mathfrak{d}=\mathfrak{g} \times \mathfrak{g}$ if $K=F \times F$. By a $\mathfrak{g}$-ideal we mean a fractional ideal in $F$, and similarly by an $\mathfrak{r}$-ideal we mean a fractional ideal in $K$ if $K$ is a field. If $K=F \times F$, an $\mathfrak{r}$-ideal means a subset of $K$ of the form $\mathfrak{a} \times \mathfrak{b}$ with $\mathfrak{g}$-ideals $\mathfrak{a}$ and $\mathfrak{b}$. In both local and global cases, by an $\mathfrak{r}$-lattice in a $K$-module $V$ as in $\S 1.1$ we mean a $\mathfrak{g}$-lattice in $V$ stable under multiplication by the elements of $\mathfrak{r}$. Given two $\mathfrak{r}$-lattices $L$ and $M$ in $V$, we denote by $[L / M]$ the $\mathfrak{r}$-ideal generated by $\operatorname{det}(\alpha)$ for all $\alpha \in G L(V)$ such that $L \alpha \subset M$. Thus $[L / L \alpha]=\operatorname{det}(\alpha) \mathfrak{r}$. In particular, if $\alpha \in U^{\varphi}$ and $K$ is a field in the local case, then $[L / L \alpha]=\mathfrak{r}$. If $K=F \times F$, however, $[L / L \alpha]=\mathfrak{a} \times \mathfrak{a}^{-1}$ with a $\mathfrak{g}$-ideal $\mathfrak{a}$ for $\alpha \in U^{\varphi}$.

Lemma 1.6. Two hermitian spaces $(V, \varphi)$ and $\left(V^{\prime}, \varphi^{\prime}\right)$ in the local case are isomorphic if and only if $\operatorname{dim}(V)=\operatorname{dim}\left(V^{\prime}\right)$ and $d_{0}(\varphi)=d_{0}\left(\varphi^{\prime}\right)$.

This is well known. For the proof, see [S2, Proposition 5.3], for example.
1.7. Let $(V, \varphi)$ be defined with a local or global $F$. For a $\mathfrak{g}$-lattice $L$ in $V$ we denote by $\mu(L)$ the $\mathfrak{g}$-ideal generated by $\varphi[x]$ for all $x \in L$. We call a $\mathfrak{g}$-lattice $L$ in $V$ integral if $\mu(L) \subset \mathfrak{g}$; we call an $\mathfrak{r}$-lattice $L$ maximal if $L$ is maximal among the integral $\mathfrak{r}$-lattices. (This is what we called $\mathfrak{g}$-maximal in [S2].) For basic properties of maximal lattices in $V$ the reader is referred to [S1] or Sections 4 and 5 of [S2]. For example, we note ([S2, (4.7.1)])

$$
\begin{equation*}
\varphi(L, L) \subset \mathfrak{d}^{-1} \text { if } L \text { is integral. } \tag{1.9}
\end{equation*}
$$

If $n>1$ and $L$ is maximal, then $\mu(L)=\mathfrak{g}$. This fact in the global case follows from the local case, which can be seen from [S2, Lemmas 5.4 and 5.6].

Given an $\mathfrak{r}$-lattice $L$ in $V, q \in F^{\times}$, and an $\mathfrak{r}$-ideal $\mathfrak{b}$, we put

$$
\begin{gather*}
\widehat{L}=\left\{x \in V \mid \varphi(x, L) \subset \mathfrak{d}^{-1}\right\}  \tag{1.10a}\\
L[q]=\{x \in L \mid \varphi[x]=q\}  \tag{1.10b}\\
L[q, \mathfrak{b}]=\{x \in V \mid \varphi[x]=q, \varphi(x, L)=\mathfrak{b}\} \tag{1.10c}
\end{gather*}
$$

By (1.9), we have $L \subset \widehat{L}$ if $L$ is integral. The set $L[q, \mathfrak{b}]$ is not necessarily contained in $L[q]$. If $M$ is another $\mathfrak{r}$-lattice in $V$, then we easily see that $[L / M]^{\rho}=[\widehat{M} / \widehat{L}]$. If $L_{1}=L \alpha$ with $\alpha \in U^{\varphi}$, then $\widehat{L}_{1}=\widehat{L} \alpha$, and so $\left[\widehat{L}_{1} / L_{1}\right]=[\widehat{L} / L]$.

The notation being as in (1.8a, b), take a maximal $\mathfrak{r}$-lattice $M$ in $Z$ and put

$$
\begin{equation*}
L=\sum_{i=1}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{d}^{-1} f_{i}\right)+M \tag{1.11}
\end{equation*}
$$

Then $L$ is maximal; see [S2, Lemma 4.9 (2)]. We can easily verify that

$$
\begin{equation*}
\widehat{L}=\sum_{i=1}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{d}^{-1} f_{i}\right)+\widehat{M}, \quad \widehat{M}=\left\{x \in Z \mid \varphi(x, M) \subset \mathfrak{d}^{-1}\right\} \tag{1.12}
\end{equation*}
$$

1.8. Let us now consider the case $K=F \times F$; then we define the core dimension of $(V, \varphi)$ to be 0 . We can write an element of $V=K_{n}^{1}$ in the form $(x, y)$ with $x, y \in F_{n}^{1}$. Taking a suitable coordinate system, we can assume that

$$
\begin{equation*}
\varphi((x, y),(z, w))=\left(x \cdot{ }^{t} w, y \cdot{ }^{t} z\right) \quad\left(x, y, z, w \in F_{n}^{1}\right) \tag{1.13}
\end{equation*}
$$

This is shown in $[\mathrm{S} 2, \S 2.13]$. We have then $\varphi[(x, y)]=x \cdot{ }^{t} y$ and

$$
\begin{equation*}
U^{\varphi}=\left\{(\xi, \widetilde{\xi}) \mid \xi \in G L_{n}(F)\right\}, \quad S U^{\varphi}=\left\{(\xi, \widetilde{\xi}) \mid \xi \in S L_{n}(F)\right\} \tag{1.14}
\end{equation*}
$$

where $\widetilde{\xi}={ }^{t} \xi^{-1}$; also $\mathfrak{g}_{n}^{1} \times \mathfrak{g}_{n}^{1}$ is a maximal lattice. It should be noted that if $h \in V$ and $\varphi[h] \neq 0$, then $K h$ is isomorphic to $K$.

Lemma 1.9. Let $L$ be a maximal lattice in $V$ and $t$ the core dimension of $(V, \varphi)$; suppose $K$ is a local field; put

$$
E=\left\{e \in \mathfrak{r}^{\times} \mid e e^{\rho}=1\right\}, \quad E_{0}=\left\{e^{\rho} / e \mid e \in \mathfrak{r}^{\times}\right\}, \quad E_{L}=\operatorname{det}(C(L)),
$$

where $C(L)=\left\{\alpha \in U^{\varphi}(V) \mid L \alpha=L\right\}$. Then the following assertions hold:
(i) $\left[E: E_{0}\right]=1$ or 2 according as $K$ is unramified or ramified over $F$.
(ii) $E_{L}=E_{0}$ if $t=0 ; E_{L}=E$ if $t>0$.

This is included in [S1, Lemma 4.16 and Proposition 4.18] and [S2, Lemma 5.11].

Suppose $K$ is a local field ramified over $F$; let $L$ and $M$ be maximal lattices in $V$. Then there exists an element $\alpha \in U^{\varphi}$ such that $M=L \alpha$ as shown in (i) of the following lemma. We then denote by $e(L / M)$ the element of $E / E_{0}$ represented by $\operatorname{det}(\alpha)$. This is well defined in view of (ii) above.

Lemma 1.10. Let $L$ and $M$ be maximal lattices in $V$ in the local case, and let $t$ be the core dimension of $(V, \varphi)$. Then the following assertions hold:
(i) There exists an element $\alpha$ of $U^{\varphi}$ such that $M=L \alpha$.
(ii) We can take such an $\alpha$ from $S U^{\varphi}$ if $t>0$ or $K$ is a field unramified over $F$.
(iii) Suppose $K$ is ramified over $F$ and $t=0$; then $M=L \alpha$ with $\alpha \in S U^{\varphi}$ if and only if $e(L / M)=1$.
(iv) Suppose $K=F \times F$; then $M=L \alpha$ with $\alpha \in S U^{\varphi}$ if and only if $[L / M]=\mathfrak{r}$.

Proof. The first assertion is included in [S1, Propositions 3.3 and 4.13] and also in [S2, Lemmas 4.12 and 5.9]. Next, suppose $K$ is a field; given $M$, take
$\alpha \in U^{\varphi}$ so that $L \alpha=M$ and put $c=\operatorname{det}(\alpha)$. Then $c \in E$. If $K$ is unramified over $F$ or $t>0$, then Lemma 1.9 guarantees an element $\beta$ of $U^{\varphi}$ such that $L \beta=L$ and $\operatorname{det}(\beta)=c^{-1}$. Then $\beta \alpha \in S U^{\varphi}$ and $L \beta \alpha=M$. This proves (ii). Assertion (iii) can be proved in a similar way. Assertion (iv) is included in [S1, Proposition 3.3].
1.11. Let us now consider the case with $n=2$ and a local $F$. Using the symbols $B, j$, and $\ell$ of Lemma 1.3, we first observe that

$$
\begin{equation*}
B \cong M_{2}(F) \Longleftrightarrow t=0 \Longleftrightarrow 1 \in d_{0}(\varphi) \tag{1.15}
\end{equation*}
$$

Let $\mathfrak{O}$ be a maximal order in $B$ containing $\mathfrak{r}$. We can find an element $\gamma \in B^{\times}$ such that $\varphi[\ell]^{-1}=\gamma \gamma^{\iota}$. Put $M=\ell j(\mathfrak{O} \gamma)$ and $\widehat{\mathfrak{O}}=\left\{\alpha \in B \mid \operatorname{Tr}_{B / F}(\alpha \mathfrak{O}) \subset \mathfrak{g}\right\}$. Identifying $B$ with $j(B)$, for $\alpha \in B$ we see that

$$
\begin{aligned}
\ell \alpha \gamma \in \widehat{M} \Longleftrightarrow & \varphi(\ell \alpha \gamma, M) \subset \mathfrak{d}^{-1} \Longleftrightarrow \operatorname{Tr}_{K / F}(\mathfrak{r} \varphi(\ell \alpha \gamma, M)) \subset \mathfrak{g} \\
& \Longleftrightarrow \operatorname{Tr}_{B / F}(\alpha \mathfrak{O}) \subset \mathfrak{g} \Longleftrightarrow \alpha \in \widehat{\mathfrak{O}} .
\end{aligned}
$$

Thus $\widehat{M}=\ell j(\widehat{\mathfrak{O}} \gamma)$. If $B$ is not a division algebra, then $\widehat{\mathfrak{O}}=\mathfrak{O}$, so that $\widehat{M}=M$, which means that $M$ is maximal. Suppose $B$ is a division algebra; then $\mathfrak{O}=$ $\left\{\alpha \in B \mid \alpha \alpha^{\iota} \in \mathfrak{g}\right\}$ as noted in [S3, Theorem 5.13], and so $M=\{x \in V \mid \varphi[x] \in$ $\mathfrak{g}\}$, which is a unique maximal lattice in $V$ by [S2, Lemma 5.4]. Since $\widehat{\mathfrak{O}}=\mathfrak{P}^{-1}$ with the maximal ideal $\mathfrak{P}$ of $\mathfrak{O}$, we have $\widehat{M}=\ell j\left(\mathfrak{P}^{-1} \gamma\right)$. Thus $[\widehat{M} / M]=\mathfrak{p r}$ with the maximal ideal $\mathfrak{p}$ of $\mathfrak{g}$.

## 2. Classification of hermitian forms over a global field

2.1. Throughout this section we assume that $F$ is a global field and $K$ is a quadratic extension of $F$. We denote by $\mathbf{a}$ and $\mathbf{h}$ the sets of archimedean primes and nonarchimedean primes of $F$ respectively, and put $\mathbf{v}=\mathbf{a} \cup \mathbf{h}$. Given an algebraic group $G$ defined over $F$, we define $G_{v}$ for each $v \in \mathbf{v}$ and the adelization $G_{\mathbf{A}}$ as usual, and view $G$ and $G_{v}$ as subgroups of $G_{\mathbf{A}}$. We then denote by $G_{\mathbf{a}}$ and $G_{\mathbf{h}}$ the archimedean and nonarchimedean factors of $G_{\mathbf{A}}$, respectively. In particular, the adelization of the multiplicative group $F^{\times}$is denoted by $F_{\mathbf{A}}^{\times}$, which is the idele group of $F$. For $x \in G_{\mathbf{A}}$ and $v \in \mathbf{v}$ we denote by $x_{v}$ the $v$-component of $x$.
Given $(V, \varphi)$ over $F$, for each $v \in \mathbf{v}$ we can define the $v$-localization $(V, \varphi)_{v}=\left(V_{v}, \varphi_{v}\right)$ with $\varphi_{v}: V_{v} \times V_{v} \rightarrow K_{v}$ in a natural way. For $v \in \mathbf{h}$ let $t_{v}$ be the core dimension of $(V, \varphi)_{v}$. Since $x \mapsto \varphi_{v}[x]$ for $x \in V_{v}$ can be viewed as an $F_{v}$-valued quadratic form, we have $2 t_{v} \leq 4$ by a well known principle, and so $t_{v} \leq 2$. Let $\mathbf{r}_{0}$ denote the set of all real archimedean primes of $F$ that do not split in $K$. If $v \in \mathbf{a}$ and $v \notin \mathbf{r}_{0}$, then there is only one isomorphism class of $(V, \varphi)_{v}$ for each $n$. For each fixed $v \in \mathbf{r}_{0}$ we have a pair of nonnegative integers $\left(p_{v}, q_{v}\right)$ such that $\varphi_{v}$ is represented by $\operatorname{diag}\left[1_{p_{v}},-1_{q_{v}}\right]$ when $F_{v}$ and $K_{v}$ are identified with $\mathbf{R}$ and $\mathbf{C}$. We put then $s_{v}(\varphi)=p_{v}-q_{v}$,
and call $s_{v}(\varphi)$ the index of $\varphi$ at $v$. Clearly $\left|s_{v}(\varphi)\right|$ is the core dimension of $\varphi_{v}, \quad s_{v}(\varphi)-n \in 2 \mathbf{Z}$, and $\left|s_{v}(\varphi)\right| \leq n$; also, $n$ and $s_{v}(\varphi)$ determine $\left(p_{v}, q_{v}\right)$, and vice versa.
For an $\mathfrak{r}$-lattice $L$ in $V$ and $v \in \mathbf{h}$ we denote by $L_{v}$ the $\mathfrak{r}_{v}$-linear span of $L$ in $V_{v}$. Also, for $\xi \in G L(V, K)_{\mathbf{A}}$ we denote by $L \xi$ the lattice in $V$ such that $(L \xi)_{v}=L_{v} \xi_{v}$ for every $v \in \mathbf{h}$. By the $U^{\varphi}(V)$-genus (resp. $S U^{\varphi}(V)$-genus) of $L$ we understand the set of all lattices of the form $L \xi$ with $\xi \in U^{\varphi}(V)_{\mathbf{A}}$ (resp. $\left.\xi \in S U^{\varphi}(V)_{\mathbf{A}}\right)$. Also, by the $U^{\varphi}(V)$-class (resp. $S U^{\varphi}(V)$-class) of $L$ we understand the set of all lattices of the form $L \alpha$ with $\alpha \in U^{\varphi}(V)$ (resp. $\left.\alpha \in S U^{\varphi}(V)\right)$.
The classification of $(V, \varphi)$ over a number field was done by Landherr in [L]. We formulate the results in the form that suits our later purposes, and give a proof for the reader's convenience. To be precise, we are going to show that the isomorphism classes of hermitian spaces correspond bijectively to the sets of data consisting of the following objects:
(2.1a) $0<n \in \mathbf{Z} ; \varepsilon \in F^{\times}$; an integer $\sigma_{v}$, given for each $v \in \mathbf{r}_{0}$, such that $\left|\sigma_{v}\right| \leq n$ and $\sigma_{v}-n \in 2 \mathbf{Z}$.
We look for $(V, \varphi)$ such that $\operatorname{dim}(V)=n, d_{0}(\varphi)$ is represented by $\varepsilon$, and $s_{v}(\varphi)=\sigma_{v}$ for every $v \in \mathbf{r}_{0}$. Clearly the following condition is necessary:
(2.1b) $(-1)^{\sigma_{v} / 2} \varepsilon>0$ for every $v \in \mathbf{r}_{0}$ if $n \in 2 \mathbf{Z}$ and $(-1)^{\left(\sigma_{v}-1\right) / 2} \varepsilon>0$ for every $v \in \mathbf{r}_{0}$ if $n-1 \in 2 \mathbf{Z}$.
Theorem 2.2. (i) The isomorphism class of $(V, \varphi)$ is determined by $n,\left\{\sigma_{v}\right\}$, and $d_{0}(\varphi)$.
(ii) Given $n, \varepsilon$, and $\left\{\sigma_{v}\right\}$ satisfying (2.1a, b), there exists a hermitian space $(V, \varphi)$ such that $\operatorname{dim}(V)=n, \varepsilon \in d_{0}(\varphi)$, and $s_{v}(\varphi)=\sigma_{v}$ for every $v \in \mathbf{r}_{0}$.

Proof. Clearly $n$ and $\left\{\sigma_{v}\right\}$ determine $(V, \varphi)_{v}$ for every $v \in \mathbf{a}$, and $n$ and $d_{0}(\varphi)$ determine $(V, \varphi)_{v}$ for every $v \in \mathbf{h}$ by Lemma 1.6. Therefore we obtain (i) in view of the Hasse principle. We prove (ii) by induction on $n$. The case $n=1$ is trivial, and so we assume $n>1$. We first prove the case in which $\sigma_{v} \geq 0$ for every $v \in \mathbf{r}_{0}$. Let $\tau_{v}=\sigma_{v}-1$. Then the set $\left(n-1,(-1)^{n-1} \varepsilon,\left\{\tau_{v}\right\}\right)$ satisfies $(2.1 \mathrm{a}, \mathrm{b})$, and therefore by induction we can find a hermitian space $(W, \psi)$ such that $\operatorname{dim}(W)=n-1, \tau_{v}=s_{v}(\psi)$ for every $v \in \mathbf{r}_{0}$, and $(-1)^{n-1} \varepsilon \in d_{0}(\psi)$. Put $V=K \oplus W$ and define $\varphi$ on $V$ by $\varphi[a \oplus y]=a a^{\rho}+\psi[y]$ for $a \in K$ and $y \in W$. Then clearly $\varepsilon \in d_{0}(\varphi)$ and $s_{v}(\varphi)=\sigma_{v}$ for every $v \in \mathbf{r}_{0}$.

Now, given $\left\{\sigma_{v}\right\}$ with possibly negative $\sigma_{v}$, take $c \in F^{\times}$so that $c<0$ or $c>0$ at $v \in \mathbf{r}_{0}$ according as $\sigma_{v}<0$ or $\sigma_{v} \geq 0$. Then the set $\left(n, c^{n} \varepsilon,\left\{\left|\sigma_{v}\right|\right\}\right)$ satisfies $(2.1 \mathrm{a}, \mathrm{b})$. Therefore we can find a hermitian space $\left(V_{1}, \varphi_{1}\right)$ such that $\operatorname{dim}\left(V_{1}\right)=n, c^{n} \varepsilon \in d_{0}\left(\varphi_{1}\right)$, and $s_{v}\left(\varphi_{1}\right)=\left|\sigma_{v}\right|$ for every $v \in \mathbf{r}_{0}$. Put $\varphi=c \varphi_{1}$. Then $\varepsilon \in d_{0}(\varphi)$ and $s_{v}(\varphi)=\sigma_{v}$ for every $v \in \mathbf{r}_{0}$. This completes the proof.

Theorem 2.3. Given $(V, \varphi)$, put $B=\left\{K, d_{0}(\varphi)\right\}$ using the notation of §1.2. Let $\mathfrak{e}$ be the product of the prime ideals of $F$ ramified in $B$; also let $L$ be a maximal lattice in $V$. Then the following assertions hold.
(i) $[\widehat{L} / L]=\mathfrak{e r}$ if $n$ is even.
(ii) When $n$ is odd, put $d_{0}(\varphi) \mathfrak{g}=\mathfrak{a} N_{K / F}(\mathfrak{b})$ with an $\mathfrak{r}$-ideal $\mathfrak{b}$ and a squarefree integral $\mathfrak{g}$-ideal $\mathfrak{a}$ whose prime factors remain prime in $K$. Then $[\widehat{L} / L]=\mathfrak{a} \mathfrak{d}$, where $\mathfrak{d}$ is the different of $K$ relative to $F$.

Proof. For $v \in \mathbf{h}$ let $t_{v}$ be the core dimension of $(V, \varphi)_{v}$. Suppose $n \in 2 \mathbf{Z}$; then $t_{v}=0$ if and only if $d_{0}(\varphi)$ is represented by an element of $N_{K / F}\left(K_{v}^{\times}\right)$, that is, if and only if $v$ does not divide $\mathfrak{e}$. If $n$ is odd, the isomorphism class of $(V, \varphi)_{v}$ depends on $\mathfrak{a}_{v}$ and $\mathfrak{d}_{v}$. Thus our assertions can be reduced to the question about $\left[\widehat{L}_{v} / L_{v}\right]$ for $v \in \mathbf{h}$. In fact, suppressing the subscript $v$, we have, in the local case,
(2.2) $[\widehat{L} / L]=\mathfrak{r}$ if $t=0 ;[\widehat{L} / L]=\mathfrak{p r}$ if $t=2 ;[\widehat{L} / L]=\mathfrak{d}$ if $t=1$ and $d_{0}(\varphi) \cap \mathfrak{g}^{\times} \neq \emptyset ;[\widehat{L} / L]=\mathfrak{p d}$ if $t=1$ and $d_{0}(\varphi) \cap \mathfrak{g}^{\times}=\emptyset$.

Here $\mathfrak{p}$ is the maximal ideal of $\mathfrak{g}$. In view of Lemma 1.10 (i), it is sufficient to prove this for a special choice of $L$. If $K=F \times F$, then we can put $L=\mathfrak{g}_{n}^{1} \times \mathfrak{g}_{n}^{1}$ as noted in $\S 1.8$, and so $\widehat{L}=L$. Thus we assume that $K$ is a field. By (1.12), $L=\widehat{L}$ if $t=0$. Let $M=\{x \in Z \mid \varphi[x] \in \mathfrak{g}\}$. By (1.12), $[\widehat{L} / L]=[\widehat{M} / M]$. We have seen that $[\widehat{M} / M]=\mathfrak{p r}$ in $\S 1.11$ if $t=2$. If $t=1$, then $M=\mathfrak{r} \ell$ with an element $\ell$ such that $\varphi[\ell] \mathfrak{g}$ is $\mathfrak{g}$ or $\mathfrak{p g}$. Thus $\widehat{M}=\mathfrak{d}^{-1} \varphi[\ell]^{-1} \ell$, and so $[\widehat{L} / L]=[\widehat{M} / M]=\varphi[\ell] \mathfrak{d}$, which completes the proof of (2.2). Combining the results on $\left[\widehat{L}_{v} / L_{v}\right]$ for all $v \in \mathbf{h}$, we obtain our theorem.
2.4. To illustrate Theorem 2.3 in terms of matrices, we have to define the genus and class of a hermitian matrix. We put

$$
\begin{gather*}
\mathfrak{G}=G L_{n}(K), \quad \mathfrak{H}_{n}=\left\{\Phi \in \mathfrak{G} \mid \Phi^{*}=\Phi\right\}, \quad L_{0}=\mathfrak{r}_{n}^{1},  \tag{2.3}\\
E=\mathfrak{G}_{\mathrm{a}} \prod_{v \in \mathbf{h}} G L_{n}\left(\mathfrak{r}_{v}\right), \quad E_{\xi}=\xi^{-1} E \xi \quad\left(\xi \in \mathfrak{G}_{\mathbf{A}}\right),  \tag{2.4}\\
\Delta_{\xi}=E_{\xi} \cap \mathfrak{G}, \quad \Delta_{\xi}^{1}=E_{\xi} \cap S L_{n}(K) . \tag{2.5}
\end{gather*}
$$

Every $\mathfrak{r}$-lattice $L$ in $K_{n}^{1}$ can be given as $L=L_{0} \xi$ with $\xi \in \mathfrak{G}_{\mathbf{A}}$, and $E_{\xi}=\{y \in$ $\left.\mathfrak{G}_{\mathbf{A}} \mid L y=L\right\}$. We denote by $\mathfrak{H}_{n}(\xi)$ the set of all $\Phi \in \mathfrak{H}_{n}$ such that $x \Phi x^{*} \in \mathfrak{g}$ for every $x \in L_{0} \xi$. We call such a $\Phi$ reduced (relative to $\xi$ ) if the following condition is satisfied:

$$
\begin{equation*}
\Phi \in \mathfrak{H}_{n}\left(\zeta^{-1} \xi\right) \text { with } \zeta \in \mathfrak{G}_{\mathbf{h}} \cap \prod_{v \in \mathbf{h}} M_{n}\left(\mathfrak{r}_{v}\right) \Longrightarrow \zeta \in E \tag{2.6}
\end{equation*}
$$

We denote by $\mathfrak{H}_{n}^{0}(\xi)$ the set of all reduced elements of $\mathfrak{H}_{n}(\xi)$.
We say that two elements $\Phi$ and $\Psi$ of $\mathfrak{H}_{n}(\xi)$ belong to the same genus (relative to $\xi$ ) if there exists an element $\varepsilon$ of $E_{\xi}$ such that $\varepsilon \Phi \varepsilon^{*}=\Psi$; they are said to
belong to the same $U$-class (resp. $S U$-class) if $\alpha \Phi \alpha^{*}=\Psi$ for some $\alpha \in \Delta_{\xi}$ (resp. $\alpha \in \Delta_{\xi}^{1}$ ). These depend on the choice of $L=L_{0} \xi$.

Given $\Phi \in \mathfrak{H}_{n}$, put $V=K_{n}^{1}$ and $\varphi[x]=x \Phi x^{*}$ for $x \in V$. Then we obtain a hermitian space $(V, \varphi)$, which we denote by $[\Phi]$, and we write $U(\Phi)$ and $S U(\Phi)$ for $U^{\varphi}(V)$ and $S U^{\varphi}(V)$ as subgroups of $\mathfrak{G}$. Put $L=L_{0} \xi$ with $\xi \in \mathfrak{G}_{\mathbf{A}}$. Clearly $L$ is integral if $\Phi \in \mathfrak{H}_{n}(\xi)$, in which case $L$ is maximal if and only if $\Phi \in \mathfrak{H}_{n}^{0}(\xi)$. Thus an element of $\mathfrak{H}_{n}^{0}(\xi)$ determines a hermitian space and a maximal lattice.
2.5. To parametrize all genera of $\Phi \in \mathfrak{H}_{n}^{0}(\xi)$, we need a few more symbols:

$$
\begin{gather*}
\mathfrak{t}=K_{\mathbf{A}}^{\times} \cap\left(K_{\mathbf{a}}^{\times} \prod_{v \in \mathbf{h}} \mathfrak{t}_{v}\right), \quad \mathfrak{t}_{v}=\left\{y \in K_{v}^{\times} \mid y y^{\rho} \in \mathfrak{g}_{v}^{\times}\right\},  \tag{2.7}\\
T=\left\{x \in \mathfrak{G}_{\mathbf{A}} \mid \operatorname{det}(x) \in \mathfrak{t}\right\} . \tag{2.8}
\end{gather*}
$$

Notice that $\mathfrak{t}_{v}=\mathfrak{r}_{v}^{\times} \cdot\left\{y \in K_{v}^{\times} \mid y y^{\rho}=1\right\}$ for every $v \in \mathbf{h}$, and $\mathfrak{t}_{v}=\mathfrak{r}_{v}^{\times}$if $v$ does not split in $K$. Let $\mathfrak{I}_{K}$ denote the ideal group of $K$ and $\mathfrak{I}_{K / F}^{0}$ the subgroup of $\mathfrak{I}_{K}$ generated by the ideals $\mathfrak{a}$ such that $N_{K / F}(\mathfrak{a})=\mathfrak{g}$ and the principal ideals. Now there is a sequence of isomorphisms:

$$
\begin{equation*}
\mathfrak{G}_{\mathbf{A}} / T \mathfrak{G} \cong K_{\mathbf{A}}^{\times} / K^{\times} \mathfrak{t} \cong \mathfrak{I}_{K} / \mathfrak{I}_{K / F}^{0} \tag{2.9}
\end{equation*}
$$

The last isomorphism can be obtained by the map $y \mapsto y \mathfrak{r}$ for $y \in K_{\mathbf{A}}^{\times}$. As for the first isomorphism, we first note, for every $\xi \in \mathfrak{G}_{\mathbf{A}}$ and $\Phi \in \mathfrak{H}_{n}$,

$$
\begin{equation*}
T \mathfrak{G} \xi=E \xi U(\Phi)_{\mathbf{A}} \mathfrak{G}=\left\{x \in \mathfrak{G}_{\mathbf{A}} \mid \operatorname{det}\left(\xi^{-1} x\right) \in K^{\times} \mathfrak{t}\right\} \tag{2.10}
\end{equation*}
$$

Clearly the last set contains the second set. Conversely, suppose $x \in \mathfrak{G}_{\mathbf{A}}$ and $\operatorname{det}\left(\xi^{-1} x\right)=b y$ with $b \in K^{\times}$and $y \in \mathfrak{t}$. We can find $z, w \in K_{\mathbf{A}}^{\times}$ such that $z_{v} \in \mathfrak{r}_{v}^{\times}$and $w_{v} w_{v}^{\rho}=1$ for every $v \in \mathbf{h}$ and $y=z w$. We can find $\varepsilon \in E, \alpha \in \mathfrak{G}$, and $\gamma \in U(\Phi)_{\mathbf{A}}$ such that $\operatorname{det}(\varepsilon)=z$, $\operatorname{det}(\alpha)=b$, and $\operatorname{det}(\gamma)=w$. Then $\operatorname{det}\left(x^{-1} \varepsilon \xi \gamma \alpha\right)=1$. By strong approximation in $S L_{n}(K)$ we see that $x^{-1} \varepsilon \xi \gamma \alpha \in x^{-1} E x S L_{n}(K)$, and so $x^{-1} \varepsilon \xi \gamma \alpha=x^{-1} \varepsilon^{\prime} x \beta$ with $\varepsilon^{\prime} \in E$ and $\beta \in S L_{n}(K)$. Then $x=\left(\varepsilon^{\prime}\right)^{-1} \varepsilon \xi \gamma \alpha \beta^{-1} \in E \xi U(\Phi)_{\mathbf{A}} \mathfrak{G}$, which proves the last equality of (2.10). That $T \mathfrak{G}$ equals the last set of (2.10) for $\xi=1$ can be proved in the same way. Thus $T \mathfrak{G}$ is the inverse image of $K^{\times} \mathfrak{t}$ under the map $x \mapsto \operatorname{det}(x)$, and so $T \mathfrak{G}$ is a normal subgroup of $\mathfrak{G}_{\mathbf{A}}$. Then we obtain the first isomorphism of (2.9) and also the first equality of (2.10) for every $\xi \in \mathfrak{G}_{\mathbf{A}}$.

Proposition 2.6. (i) For $\Phi, \Psi \in \mathfrak{H}_{n}^{0}(\xi), \xi \in \mathfrak{G}_{\mathbf{A}}$, the spaces $[\Phi]$ and $[\Psi]$ are isomorphic if and only if they belong to the same genus.
(ii) Let $X$ be a complete set of representatives for $\mathfrak{G}_{\mathbf{A}} / T \mathfrak{G}$, and for each $\xi \in \mathfrak{G}_{\mathbf{A}}$ let $Y_{\xi}$ be a complete set of representatives for the genera of the elements of $\mathfrak{H}_{n}^{0}(\xi)$. Then the hermitian spaces $[\Phi]$ obtained from $\Phi \in Y_{\xi}$ for all $\xi \in$ $X$ exhaust all isomorphism classes of $n$-dimensional hermitian spaces without overlapping.

Proof. Let $\Phi$ and $\Psi$ be elements of $\mathfrak{H}_{n}^{0}(\xi)$ belonging to the same genus. Then there exists an element $\varepsilon \in E_{\xi}$ such that $\varepsilon \Phi \varepsilon^{*}=\Psi$, and the Hasse principle guarantees an element $\alpha$ of $\mathfrak{G}$ such that $\Psi=\alpha \Phi \alpha^{*}$. Thus $[\Psi]$ is isomorphic to $[\Phi]$. Conversely, suppose $[\Phi]$ and $[\Psi]$ are isomorphic for $\Phi, \Psi \in \mathfrak{H}_{n}^{0}(\xi)$. Then $\Phi=\beta \Psi \beta^{*}$ for some $\beta \in \mathfrak{G}$. Now $L_{0} \xi$ is maximal in both $[\Phi]$ and $[\Psi]$, and $L_{0} \xi \beta$ is maximal in $[\Psi]$. Thus $L_{0} \xi \beta=L_{0} \xi \gamma$ with $\gamma \in U(\Psi)_{\mathbf{A}}$ by Lemma 1.10. Put $\zeta=\beta \gamma^{-1}$. Then $\zeta \in E_{\xi}$, and $\zeta \Psi \zeta^{*}=\Phi$. Therefore $\Psi$ belongs to the genus of $\Phi$. This proves (i). Clearly every $n$-dimensional hermitian space is isomorphic to $[\Psi]$ for some $\Psi \in \mathfrak{H}_{n}$. Take a maximal lattice $L$ in $K_{n}^{1}=V$ and put $L=L_{0} \eta$ with $\eta \in \mathfrak{G}_{\mathbf{A}}$. We have then $\eta \in T \mathfrak{G} \xi$ with some $\xi \in X$. By (2.10) we can put $\xi=\varepsilon \eta \gamma \alpha^{-1}$ with $\varepsilon \in E, \gamma \in U(\Psi)_{\mathbf{A}}$, and $\alpha \in \mathfrak{G}$. Put $\Phi=\alpha \Psi \alpha^{*}$. Then $\alpha$ gives an isomorphism of $[\Phi]$ onto $[\Psi]$. Now $L_{0} \eta \gamma$ is a maximal lattice in $[\Psi]$ and $L_{0} \xi \alpha=L_{0} \eta \gamma$, and so $L_{0} \xi$ is a maximal lattice in $[\Phi]$. Thus $\Phi \in \mathfrak{H}_{n}^{0}(\xi)$. By (i), $\Phi$ can be replaced by a member of $Y_{\xi}$. This shows that every $(V, \varphi)$ can be obtained as described in (ii). Now suppose $\left[\Phi_{1}\right]$ and $\left[\Phi_{2}\right]$ are isomorphic for $\Phi_{i} \in Y_{\xi_{i}}$ with $\xi_{1}, \xi_{2} \in X$. Then $\Phi_{1}=\alpha \Phi_{2} \alpha^{*}$ with $\alpha \in \mathfrak{G}$. Since $L_{0} \xi_{i}$ is maximal, we have $L_{0} \xi_{1} \alpha=L_{0} \xi_{2} \zeta$ with $\zeta \in U\left(\Phi_{2}\right)_{\mathbf{A}}$. Then $\xi_{1} \alpha \zeta^{-1} \xi_{2}^{-1} \in E$, and so $\operatorname{det}\left(\xi_{1} \xi_{2}^{-1}\right) \in K^{\times} \mathfrak{t}$. We are taking the $\xi_{i}$ from $X$, and therefore $\xi_{1}=\xi_{2}$ by (2.10). By (i), $\Phi_{2}$ belongs to the genus of $\Phi_{1}$, and so $\Phi_{2}=\Phi_{1}$. This completes the proof.
2.7. The connection of a class of hermitian matrices with a class of lattices is not so simple in general. Given $\Phi \in \mathfrak{H}_{n}^{0}(\xi)$ with a fixed $\xi$, in order to exhaust all classes in the $U(\Phi)$-genus of $L_{0} \xi$, we have to consider the genera of elements in $\mathfrak{H}_{n}^{0}(\xi \zeta)$ for all $\zeta \in T \mathfrak{G} / E_{\xi} \mathfrak{G}$. Thus $\mathfrak{H}_{n}^{0}(\xi)$ is sufficient if and only if $K^{\times} \mathfrak{t}=K^{\times} \operatorname{det}(E)$. We will not go into details, as we do not need the result in our later treatment.
The case of $S U$-class is simpler. Fix $\xi \in \mathfrak{G}$ and put $L=L_{0} \xi$. For $\Phi \in \mathfrak{H}_{n}(\xi)$ we define the $S U$-genus (relative to $\xi$ ) of $\Phi$ to be the set of all $\Psi \in \mathfrak{H}_{n}^{0}(\xi)$ such that $\Psi=\varepsilon \Phi \varepsilon^{*}$ with $\varepsilon \in E_{\xi}$ such that $\operatorname{det}(\varepsilon)=1$. Clearly $\operatorname{det}(\Psi)=\operatorname{det}(\Phi)$. Given such $\Psi$ and $\varepsilon$, the Hasse principle guarantees an element $\alpha \in \mathfrak{G}$ such that $\Psi=\alpha \Phi \alpha^{*}$. Then $\operatorname{det}(\alpha) \operatorname{det}(\alpha)^{\rho}=1$. Changing $\alpha$ for $\alpha \gamma$ with a suitable $\gamma \in U(\Phi)$, we may assume that $\operatorname{det}(\alpha)=1$. Since $L \alpha=L \varepsilon^{-1} \alpha$ and $\varepsilon^{-1} \alpha \in$ $S U(\Phi)_{\mathbf{A}}$, we see that $L \alpha$ belongs to the $S U(\Phi)$-genus of $L$. We then associate the $S U(\Phi)$-class of $L \alpha$ to $\Psi$. We can easily verify that the set of all $S U$-classes in the $S U$-genus of $\Phi$ contained in $\mathfrak{H}_{n}(\xi)$ are in one-to-one correspondence with the set of $S U(\Phi)$-classes in the $S U(\Phi)$-genus of $L$.
2.8. Define $(V, \varphi)$ by $V=K_{n}^{1}$ and $\varphi[x]=x \Phi x^{*}$ as above with any $\Phi \in \mathfrak{H}_{n}$. Put $L=L_{0} \xi$ with $\xi \in \mathfrak{G}_{\mathbf{A}}$. We easily see that $\widehat{L}=\mathfrak{d}^{-1} L_{0}\left(\Phi \xi^{*}\right)^{-1}$, and so

$$
\begin{equation*}
[\widehat{L} / L]=\operatorname{det}\left(\Phi \xi \xi^{\rho}\right) \mathfrak{d}^{n} \quad \text { if } \quad L=L_{0} \xi \tag{2.11}
\end{equation*}
$$

We need a few more symbols. First, we put $\mathfrak{d}_{0}=\mathfrak{d}^{2} \cap F$. For $v \in \mathbf{r}_{0}$ and $(V, \varphi)$
isomorphic to $[\Phi]$ with $\Phi \in \mathfrak{H}_{n}$ we put $s_{v}(\Phi)=s_{v}(\varphi)$ and $d_{0}(\Phi)=d_{0}(\varphi)$.
Lemma 2.9. Let $B$ be a quaternion algebra over $F$ and $K$ a quadratic extension of $F$ contained in $B$; let $\mathfrak{r}$ be the maximal order of $K$ and $\mathfrak{D}$ a maximal order in $B$ containing $\mathfrak{r}$; further let $\mathfrak{e}$ be the product of the prime ideals in $F$ ramified in $B$ and $\mathfrak{d}$ the different of $K$ relative to $F$. Then there exists a $\mathfrak{g}$-ideal $\mathfrak{a}$ such that $\mathfrak{O}$ is isomorphic as a left $\mathfrak{r}$-module to $\mathfrak{r} \oplus \mathfrak{a}$ and $N_{K / F}(\mathfrak{d a})=s \mathfrak{e}$ with an element $s$ such that $B$ is isomorphic to $\{K, s\}$. Moreover, the coset $\mathfrak{a} \mathfrak{I}_{K / F}^{0}$ is independent of the choice of $\mathfrak{O}$, and $\mathfrak{O}$ is isomorphic as a right $\mathfrak{r}$-module to $\mathfrak{r} \oplus \mathfrak{a}^{\iota}$, where $\iota$ is the main involution of $B$.

Proof. Take $\varepsilon \in F^{\times}$so that $B=\{K, \varepsilon\}$, and consider $(V, \varphi)=[\Phi]$ over $K$ with $V=K_{2}^{1}$ and $\varphi$ such that $\varepsilon \in d_{0}(\varphi)$. Using the symbols $y, j$ of Lemma 1.3 , identify $j(\alpha)$ with $\alpha$ for $\alpha \in B$, and put $M=y \mathfrak{O} \gamma$ with $\gamma \in B_{\mathrm{h}}^{\times}$such that $\varphi[y]^{-1}=\gamma_{v} \gamma_{v}^{\iota}$ for every $v \in \mathbf{h}$. Applying the local result of $\S 1.11$ to $M_{v}$, we see that $M$ is maximal and $[\widehat{M} / M]=\mathfrak{e r}$. Put $M=\mathfrak{r}_{2}^{1} \xi$ with some $\xi \in G L_{2}(K)_{\mathbf{A}}$ and $\mathfrak{a}=\operatorname{det}(\xi) \mathfrak{r}$. Then by a well-known principle $M$ is $\mathfrak{r}$-isomorphic to $\mathfrak{r} \oplus \mathfrak{a}$. By (2.11) we have $\operatorname{det}(\Phi) N_{K / F}(\mathfrak{d a})=\mathfrak{e}$. Then we obtain the first assertion of our lemma by taking $s=-\operatorname{det}(\Phi)^{-1}$. Let $\mathfrak{V}^{\prime}$ be another maximal order in $B$ containing $\mathfrak{r}$. By the Chevalley-Hasse-Noether theorem (see [E, Satz 7]) there exists an $\mathfrak{r}$-ideal $\mathfrak{b}$ such that $\mathfrak{b} \mathfrak{O}^{\prime}=\mathfrak{O b}$. Take $c \in K_{\mathbf{A}}^{\times}$so that $\mathfrak{b}=c r$. Then for each $v \in \mathbf{h}$ we can find $\eta_{v} \in G L_{2}\left(K_{v}\right)$ such that $y c_{v}^{-1} x c_{v}=y x \eta_{v}$ for every $x \in B_{v}$. Then $y \mathfrak{V}_{v}^{\prime}=y \mathfrak{O}_{v} \eta_{v}$, and so $y \mathfrak{V}^{\prime}=M \gamma^{-1} \eta$ with $\eta=\left(\eta_{v}\right)_{v \in \mathbf{h}}$. Using the map $j$ in the proof of lemma 1.3, we find that $\eta_{v}=\operatorname{diag}\left[1, c_{v}^{\rho} / c_{v}\right]$, and so $\operatorname{det}\left(\gamma^{-1} \eta\right) \mathfrak{r}=\varphi[y] \mathfrak{b}^{-1} \mathfrak{b}^{\rho} \in \mathfrak{I}_{K / F}^{0}$. Thus $\operatorname{det}\left(\xi \gamma^{-1} \eta\right) \mathfrak{r} \in \mathfrak{a} \mathfrak{I}_{K / F}^{0}$, which proves the second assertion. We can put $\mathfrak{O}=\mathfrak{r} z+\mathfrak{a} w$ with elements $z$ and $w$. Applying $\iota$ to this, we obtain the last assertion.

We call the coset $\mathfrak{a} \mathfrak{I}_{K / F}^{0}$ in the above lemma the characteristic coset of $K$ relative to $B$. Using this notion, we now reformulate Theorems 2.2 and 2.3 in terms of the matrices $\Phi$ in $\mathfrak{H}_{n}^{0}(\xi)$.

Theorem 2.10 (The case of even $n$ ). Let the symbols $n,\left\{\sigma_{v}\right\}_{v \in \mathbf{r}_{0}}, \varepsilon$, and $\xi$ be given as follows: $0<n \in 2 \mathbf{Z}, \sigma_{v} \in 2 \mathbf{Z},\left|\sigma_{v}\right| \leq n ; \varepsilon \in F^{\times}, \xi \in \mathfrak{G}_{\mathbf{A}}$. Let $B=\{K, \varepsilon\}$; let $\mathfrak{e}$ be the product of the prime ideals in $F$ ramified in $B$, and $\mathfrak{k}$ the characteristic coset of $K$ relative to $B$. Suppose that $(-1)^{\sigma_{v} / 2} \varepsilon>0$ at each $v \in \mathbf{r}_{0}$ and

$$
\begin{equation*}
\operatorname{det}(\xi) \mathfrak{d}^{(n-2) / 2} \in \mathfrak{k} \tag{2.12}
\end{equation*}
$$

Then there exists an element $\Phi$ of $\mathfrak{H}_{n}^{0}(\xi)$ such that

$$
\begin{equation*}
\varepsilon \in d_{0}(\Phi), \quad \operatorname{det}\left(\Phi \xi \xi^{\rho}\right) \mathfrak{o}_{0}^{n / 2}=\mathfrak{e}, \quad s_{v}(\Phi)=\sigma_{v} \text { for every } v \in \mathbf{r}_{0} \tag{2.13}
\end{equation*}
$$

Moreover, every element of $\mathfrak{H}_{n}^{0}(\xi)$ is of this type, and the coset $T \mathfrak{G} \xi$ and the genus of $\Phi$ are determined by $\left(\varepsilon N_{K / F}\left(K^{\times}\right),\left\{\sigma_{v}\right\}_{v \in \mathbf{r}_{0}}\right)$.

Proof. Let the symbols $n,\left\{\sigma_{v}\right\}_{v \in \mathbf{r}_{0}}, \varepsilon$, and $\xi$ be given as in our theorem. Then Theorem 2.2 combined with Proposition 2.6 guarantees an element $\Psi$ of $\mathfrak{H}_{n}^{0}(\eta)$ with some $\eta \in \mathfrak{G}_{\mathbf{A}}$ such that $\varepsilon \in d_{0}(\Psi)$ and $\sigma_{v}=s_{v}(\Psi)$ for every $v \in \mathbf{r}_{0}$. Put $\mathfrak{y}=\operatorname{det}(\eta) \mathfrak{r}$. By Theorem 2.3 (i), (2.11), and Lemma 2.9 we see that $\mathfrak{y d}^{(n-2) / 2} \in \mathfrak{k}$. Combining this with our condition (2.12), we see that $\mathfrak{y} \in \operatorname{det}(\xi) \mathfrak{I}_{K / F}^{0}$, and so $\operatorname{det}\left(\eta^{-1} \xi\right) \in K^{\times} \mathfrak{t}$, which implies $\eta \in T \mathfrak{G} \xi$; see (2.9). By Proposition 2.6 (ii), $[\Psi]$ is isomorphic to $[\Phi]$ with some $\Phi \in \mathfrak{H}_{n}^{0}(\xi)$. Replacing $(\Psi, \eta)$ by $(\Phi, \xi)$, we obtain (2.13). This proves the first part of our theorem. Conversely, given $\Phi \in \mathfrak{H}_{n}^{0}(\xi)$, put $L=L_{0} \xi$. Let $\mathfrak{e}$ be the product of the prime ideals in $F$ ramified in $\left\{K, d_{0}(\varphi)\right\}$. By Theorem 2.2 (i) and (2.11), $\operatorname{det}\left(\Phi \xi \xi^{\rho}\right) \mathfrak{d}_{0}^{n / 2}=\mathfrak{e}$, which together with Lemma 2.9 implies condition (2.12). This proves the second part. The last part follows from Proposition 2.6.

Theorem 2.11 (The case of odd $n$ ). Let the symbols $n,\left\{\sigma_{v}\right\}_{v \in \mathbf{r}}, \varepsilon$, and $\xi$ be given as follows: $0<n-1 \in 2 \mathbf{Z}, \sigma_{v}-1 \in 2 \mathbf{Z},\left|\sigma_{v}\right| \leq n ; \varepsilon \in F^{\times}$and $\xi \in \mathfrak{G}_{\mathbf{A}}$. Let $\varepsilon \mathfrak{g}=\mathfrak{a} N_{K / F}(\mathfrak{b})$ with an $\mathfrak{r}$-ideal $\mathfrak{b}$ and a squarefree integral $\mathfrak{g}$ ideal $\mathfrak{a}$ whose prime factors remain prime in $K$. Suppose $(-1)^{\left(\sigma_{v}-1\right) / 2} \varepsilon>0$ at each $v \in \mathbf{r}_{0}$ and

$$
\begin{equation*}
\operatorname{det}(\xi) \mathfrak{d}^{(n-1) / 2} \mathfrak{b} \in \mathfrak{I}_{K / F}^{0} \tag{2.14}
\end{equation*}
$$

Then there exists an element $\Phi$ of $\mathfrak{H}_{n}^{0}(\xi)$ such that

$$
\begin{equation*}
\varepsilon \in d_{0}(\Phi), \quad \operatorname{det}\left(\Phi \xi \xi^{\rho}\right) \mathfrak{d}_{0}^{(n-1) / 2}=\mathfrak{a}, \quad s_{v}(\Phi)=\sigma_{v} \text { for every } v \in \mathbf{r}_{0} \tag{2.15}
\end{equation*}
$$

Moreover, every element of $\mathfrak{H}_{n}^{0}(\xi)$ is of this type, and the coset $T \mathfrak{G} \xi$ and the genus of $\Phi$ are determined by $\left(\varepsilon N_{K / F}\left(K^{\times}\right),\left\{\sigma_{v}\right\}_{v \in \mathbf{r}_{0}}\right)$.

This can be proved in exactly the same fashion as for Theorem 2.10.
Lemma 2.12. Suppose $F$ has class number 1. Then the class number of $K$ is odd if and only if $\mathfrak{I}_{K}=\mathfrak{I}_{K / F}^{0}$, in which case $-1 \in N_{K / \mathbf{Q}}\left(K^{\times}\right)$if and only if $-1 \in N_{K / \mathbf{Q}}\left(\mathfrak{r}^{\times}\right)$.

Proof. Suppose the class number of $K$ is odd. Then every $\mathfrak{r}$-ideal $\mathfrak{a}$ is of the form $\mathfrak{a}=c \mathfrak{b}^{2}$ with an $\mathfrak{r}$-ideal $\mathfrak{b}$ and $c \in K^{\times}$. Thus $\mathfrak{a}=c \mathfrak{b} \mathfrak{b}^{\rho} \mathfrak{b}\left(\mathfrak{b}^{\rho}\right)^{-1} \in \mathfrak{I}_{K / F}^{0}$ as $\mathfrak{b b}{ }^{\rho}$ is principal, and so $\mathfrak{I}_{K}=\mathfrak{I}_{K / F}^{0}$. Suppose the class number of $K$ is even. Then there exists an $\mathfrak{r}$-ideal $\mathfrak{x}$ whose ideal class is not a square. Suppose $\mathfrak{x} \in \mathfrak{I}_{K / F}^{0}$. Then $\mathfrak{x}=z \mathfrak{y}^{-1} \mathfrak{y}^{\rho}$ with $z \in K^{\times}$and an $\mathfrak{r}$-ideal $\mathfrak{y}$. Thus $\mathfrak{x}=z \mathfrak{y}^{\rho} \mathfrak{y}^{-2}$, a contradiction, as $\mathfrak{y y}{ }^{\rho}$ is principal. This proves the first part. To prove the second part, suppose $-1=\alpha \alpha^{\rho}$ with $\alpha \in K^{\times}$; put $\alpha \mathfrak{r}=\mathfrak{b c}^{-1}$ with integral $\mathfrak{r}$ deals $\mathfrak{b}$ and $\mathfrak{c}$ that are relatively prime. Then $\mathfrak{b b}^{\rho}=\mathfrak{c c}^{\rho}$ and we easily see that $\mathfrak{b}=\mathfrak{c}^{\rho}$, and so $\mathfrak{c}^{2}=\alpha^{-1} \mathfrak{c c}^{\rho}$, which is principal. If the class number of $K$ is odd, then $\mathfrak{c}=c \mathfrak{r}$ with $c \in \mathfrak{r}$. Thus $\alpha c=\varepsilon c^{\rho}$ with $\varepsilon \in \mathfrak{r}^{\times}$. Then $\varepsilon \varepsilon^{\rho}=\alpha \alpha^{\rho}=-1$. This completes the proof.

The last statement of the above lemma is false if the class number of $K$ is even. For example, let $K=\mathbf{Q}(\sqrt{34})$. Then the class number is 2 and $-1=\alpha \alpha^{\rho}$ with $\alpha=(3+\sqrt{34}) / 5$, but $-1 \notin N_{K / \mathbf{Q}}\left(\mathfrak{r}^{\times}\right)$.
2.13. Let us now take $K$ to be a real or an imaginary quadratic field whose class number is odd. We denote by $d$ the discriminant of $K$. Thus $F=\mathbf{Q}$ and $K=\mathbf{Q}(\sqrt{d})$. By Lemma 2.12 we have $\mathfrak{I}_{K}=\mathfrak{I}_{K / F}^{0}$, and so $\mathfrak{G}_{\mathbf{A}}=T \mathfrak{G}$ by (2.9). Therefore by Proposition 2.6, every hermitian space over $K$ is isomorphic to $[\Phi]$ with $\Phi \in \mathfrak{H}_{n}^{0}\left(1_{n}\right)$, and $\mathfrak{r}_{n}^{1}$ is a maximal lattice in it. For simplicity we put $\mathfrak{H}_{n}^{1}=\mathfrak{H}_{n}\left(1_{n}\right)$ and $\mathfrak{H}_{n}^{0}=\mathfrak{H}_{n}^{0}\left(1_{n}\right)$. Then $\mathfrak{H}_{n}^{1}$ consists of all $\Phi=\left(c_{i j}\right) \in \mathfrak{H}_{n}$ such that $\sqrt{d} c_{i j} \in \mathfrak{r}$ and $c_{i i} \in \mathbf{Z}$ for every $i$ and $j ; \mathfrak{H}_{n}^{0}$ consists of all $\Phi \in \mathfrak{H}_{n}^{1}$ satisfying the following condition:
(2.16) If $\Phi=P \Psi P^{*}, \Psi \in \mathfrak{H}_{n}^{1}$, and $P \in G L_{n}(K) \cap M_{n}(\mathfrak{r})$, then $\operatorname{det}(P) \in \mathfrak{r}^{\times}$.

For $\Phi \in \mathfrak{H}_{n}$ we put $s(\Phi)=p-q$ if $K$ is imaginary and $\Phi$ as a complex hermitian matrix has $p$ positive and $q$ negative eigenvalues; we put $s(\Phi)=0$ if $d>0$ and $n \in 2 \mathbf{Z}$; we do not define $s(\Phi)$ if $d>0$ and $n \notin 2 \mathbf{Z}$, and so the symbol $s(\Phi)$ in that case must be ignored. Clearly two elements $\Phi_{1}$ and $\Phi_{2}$ of $\mathfrak{H}_{n}^{1}$ belong to the same genus if $s\left(\Phi_{1}\right)=s\left(\Phi_{2}\right)$ and $\Phi_{1}=P_{v} \Phi_{2} P_{v}^{*}$ with some $P_{v} \in G L_{n}\left(\mathfrak{r}_{v}\right)$ for every $v \in \mathbf{h}$. Now, for $L=\mathfrak{r}_{n}^{1}$ we have $[\widehat{L} / L]=\operatorname{det}(\sqrt{d} \Phi) \mathfrak{r}$ by (2.11). For $d>0$ we fix an embedding of $K$ into $\mathbf{R}$, and take $\sqrt{d}>0$.

Theorem 2.14 (The case of even $n$ ). Let $K=\mathbf{Q}(\sqrt{d})$ as in §2.13, and let three integers $n, \sigma$, and $e$ be given as follows: $0<n \in 2 \mathbf{Z}, \sigma \in 2 \mathbf{Z},|\sigma| \leq n$; $\sigma=0$ if $d>0 ; e$ is positive and squarefree. Let $r$ be the number of prime factors of $e$. Suppose that $\sigma-2 r \in 4 \mathbf{Z}$ and no prime factor of $e$ splits in $K$. Then there exists an element $\Phi$ of $\mathfrak{H}_{n}^{0}$ such that

$$
\begin{align*}
\operatorname{det}(\sqrt{d} \Phi) & =(-1)^{\sigma / 2} e \quad \text { and } \quad s(\Phi)=\sigma & & \text { if } d<0  \tag{2.17a}\\
\operatorname{det}(\sqrt{d} \Phi) & =\tau e \quad \text { with } \quad \tau=1 \quad \text { or }-1 & & \text { if } d>0 \tag{2.17b}
\end{align*}
$$

Moreover, every element of $\mathfrak{H}_{n}^{0}$ is of this type. Its genus is determined by $(\sigma, e)$ if $d<0$, and by $e$ if $d>0$. If $d>0$ and $-1 \in N_{K / \mathbf{Q}}\left(K^{\times}\right)$, then both $e$ and $-e$ can occur as $\operatorname{det}(\sqrt{d} \Phi)$ for $\Phi$ in the same genus. If $d>0$ and $-1 \notin N_{K / \mathbf{Q}}\left(K^{\times}\right)$, then $\tau$ is uniquely determined by the condition that a prime number $p$ divides $e$ if and only if $\tau e \notin N_{K / \mathbf{Q}}\left(K_{p}^{\times}\right)$.

Proof. Given $(n, \sigma, e)$ as in our theorem, we can find a quaternion algebra $B$ over $\mathbf{Q}$ which is ramified at $p$ if and only if $p \mid e$. Then $B$ is definite if and only if $r$ is odd. Since $\sigma-2 r \in 4 \mathbf{Z}$, we see that $d<0$ if $r$ is odd. Our assumption on the prime factors of $e$ allows us to put $B=\{K, \varepsilon\}$ with $\varepsilon \in \mathbf{Q}^{\times}$. Then $(-1)^{\sigma / 2} \varepsilon>0$ if $d<0$. By Theorem 2.10, we obtain $\Phi \in \mathfrak{H}_{n}^{0}$ satisfying (2.13) with $\xi=1_{n}$, as (2.12) can be ignored. Then $\mathfrak{e}=e \mathbf{Z}$ and $\operatorname{det}(\sqrt{d} \Phi)=\tau e$ with $\tau= \pm 1$. Since $s(\Phi)=\sigma$, we see that $\tau=(-1)^{\sigma / 2}$ if $d<0$. The same theorem
says that every element of $\mathfrak{H}_{n}^{0}$ is of this type, and its genus is determined by $\varepsilon N_{K / F}\left(K^{\times}\right)$and $\sigma$. We easily see that $(e, \sigma)$ determines $\left(\varepsilon N_{K / F}\left(K^{\times}\right), \sigma\right)$, and vice versa. If $-1 \in N_{K / \mathbf{Q}}\left(K^{\times}\right)$, then by Lemma $2.12, \mathfrak{r}^{\times}$contains an element $\zeta$ such that $\zeta \zeta^{\rho}=-1$. Then $\operatorname{det}\left(P \Phi P^{*}\right)=-\operatorname{det}(\Phi)$ for $P=\operatorname{diag}\left[\zeta, 1_{n-1}\right]$. Thus both $e$ and $-e$ can happen. Suppose $d>0$ and $-1 \notin N_{K / \mathbf{Q}}\left(K^{\times}\right)$. Then $\{K, e\}$ is not isomorphic to $\{K,-e\}$. Since $-d \in N_{K / \mathbf{Q}}\left(K^{\times}\right), d_{0}(\varphi)$ is represented by $\operatorname{det}(\sqrt{d} \Phi)$. If $\operatorname{det}(\sqrt{d} \Phi)=\tau e$, then $B=\{K, \tau e\}$. Thus $\tau$ is uniquely determined by the condition that a prime number $p$ divides $e$ if and only if $\tau e \notin N_{K / \mathbf{Q}}\left(K_{p}^{\times}\right)$.

Theorem 2.15 (The case of odd $n$ ). Let $K=\mathbf{Q}(\sqrt{d})$ as in $\S 2.13$ and let four integers $n, \sigma, \tau$, and $e$ be given as follows: $0<n-1 \in 2 \mathbf{Z} ; \sigma$ is necessary only if $d<0, \sigma-1 \in 2 \mathbf{Z}$, and $|\sigma| \leq n ; \tau$ is necessary only if $d>0$, and $\tau=1$ or -1 ; e is positive and squarefree, and every prime factor of e remains prime in $K$. Then there exists an element $\Phi$ of $\mathfrak{H}_{n}^{0}$ such that

$$
\begin{gather*}
\operatorname{det}(\sqrt{d} \Phi)=(-1)^{(\sigma-1) / 2} e \sqrt{d} \quad \text { and } \quad s(\Phi)=\sigma \quad \text { if } d<0,  \tag{2.18a}\\
\operatorname{det}(\sqrt{d} \Phi)=\tau e \sqrt{d} \quad \text { if } d>0 . \tag{2.18b}
\end{gather*}
$$

Moreover, every element of $\mathfrak{H}_{n}^{0}$ is of this type, and its genus is determined by $(\sigma, e)$ if $d<0$ and by $(\tau, e)$ if $d>0$. For $d>0$ the sets $(1, e)$ and $(-1, e)$ determine the same genus if and only if $-1 \in N_{K / \mathbf{Q}}\left(K^{\times}\right)$.

Proof. Given $(n, \sigma, \tau, e)$ as in our theorem, take $\varepsilon=(-1)^{(\sigma-1) / 2} e$ if $d<0$ and $\varepsilon=(-1)^{(n-1) / 2} \tau e$ if $d>0$. Then Theorem 2.11 with $\xi=1_{n}$ and $\mathfrak{a}=e \mathbf{Z}$ guarantees an element $\Phi$ of $\mathfrak{H}_{n}^{0}$ satisfying (2.15). We can easily verify that (2.18a, b) hold. That every $\Phi \in \mathfrak{H}_{n}^{0}$ is of this type also follows from Theorem 2.11, as $d_{0}(\Phi)$ can be represented by $e$ or $-e$ with a positive integer $e$ as in our theorem. Since the last assertion is obvious, our proof is complete.

Corollary 2.16. Let $K=\mathbf{Q}(\sqrt{d})$ and $\mathfrak{H}_{n}^{1}$ be as in $\S 2.13$; let $0<n \in \mathbf{Z}$ and $\sigma \in \mathbf{Z}$.
(i) If $d<0$, there exists an element $\Phi$ of $\mathfrak{H}_{n}^{1}$ such that $\operatorname{det}(\sqrt{d} \Phi)=1$ and $s(\Phi)=\sigma$ exactly when $n \in 2 \mathbf{Z}$ and $\sigma \in 4 \mathbf{Z}$.
(ii) Suppose $d>0$; then there exists an element $\Phi$ of $\mathfrak{H}_{n}^{1}$ such that $\operatorname{det}(\sqrt{d} \Phi)=1$ if and only if $n \in 2 \mathbf{Z}$. Moreover, there exists an element $\Phi^{\prime}$ of $\mathfrak{H}_{n}^{1}$ such that $\operatorname{det}\left(\sqrt{d} \Phi^{\prime}\right)=-1$ if and only if $n \in 2 \mathbf{Z}$ and $-1 \in N_{K / \mathbf{Q}}\left(K^{\times}\right)$.

Proof. From Theorem 2.15 we see that $\operatorname{det}(\sqrt{d} \Phi)= \pm 1$ for $\Phi \in \mathfrak{H}_{n}^{1}$ cannot happen if $n$ is odd. Take $e=1$ in Theorem 2.14. Then $r=0$, and we obtain our results immediately from that theorem. Notice that if $d>0$ and $-1 \notin N_{K / \mathbf{Q}}\left(K^{\times}\right)$, then $\{K,-1\}$ is a division algebra, and so $-1 \notin N_{K / \mathbf{Q}}\left(K_{p}^{\times}\right)$ for some prime number $p$.

The above corollary is a natural analogue of a well-known fact on unimodular quadratic form over $\mathbf{Q}$.
2.17. Examples. (2) Take $n=2, d=21$, and $e_{1}=11 \cdot 13$; then the class number of $K$ is 1 and $-1 \notin N_{K / \mathbf{Q}}\left(K^{\times}\right)$. For $\Phi_{1}=\left[\begin{array}{cc}7 & 2 / \sqrt{21} \\ -2 / \sqrt{21} & -1\end{array}\right]$ we have $\operatorname{det}\left(\sqrt{21} \Phi_{1}\right)=-e_{1}$ and $\Phi_{1} \in \mathfrak{H}_{2}^{0}$. But we cannot have $\operatorname{det}(\sqrt{21} \Phi)=e_{1}$ for $\Phi \in \mathfrak{H}_{2}^{0}$.

Next take $e_{2}=3 \cdot 7 \cdot 11 \cdot 13$. Then $\operatorname{det}(\sqrt{21} \Phi)$ for $\Phi \in \mathfrak{H}_{2}^{0}$ can be $-e_{2}$ but cannot be $e_{2}$. Also, $\{K, 11 \cdot 13\}$ is ramified at $p=3,7$, but $\{K,-11 \cdot 13\}$ is not. From this we can derive that $\operatorname{diag}[11,-13]$ is reduced, but $\operatorname{diag}[11,13]$ is not.

## 3. Hermitian Diophantine equations over a local field

3.1. Throughout this section we fix $(V, \varphi)$ in the local case, and put $n=$ $\operatorname{dim}(V)$. We denote by $\mathfrak{p}$ the maximal ideal of $\mathfrak{g}$, and by $t$ the core dimension of $(V, \varphi)$. Then $t \leq 2$ as observed in $\S 2.1$. For an $\mathfrak{r}$-lattice $L$ in $V$ we put

$$
\begin{equation*}
C(L)=\left\{\alpha \in U^{\varphi}(V) \mid L \alpha=L\right\}, \quad C^{1}(L)=C(L) \cap S U^{\varphi}(V) \tag{3.1}
\end{equation*}
$$

Define $L[q, \mathfrak{b}]$ and $L[q]$ by $(1.10 \mathrm{~b}, \mathrm{c})$. Clearly $L[q, \mathfrak{b}]$ and $L[q]$ are stable under right multiplication by the elements of $C(L)$, and so the four orbit sets $L[q, \mathfrak{b}] / C(L), L[q] / C(L), L[q, \mathfrak{b}] / C^{1}(L)$, and $L[q] / C^{1}(L)$ are meaningful. Now our principal results of this section are the following two theorems.

Theorem 3.2. Suppose that $F$ is local and $n>1$. Let $L$ be a maximal $\mathfrak{r}$-lattice in $V$. Then for every $q \in F^{\times}$and every $\mathfrak{r}$-ideal $\mathfrak{b}$ the following assertions hold:
(i) $\#\{L[q, \mathfrak{b}] / C(L)\} \leq 1$.
(ii) $\#\left\{L[q, \mathfrak{b}] / C^{1}(L)\right\}<\infty$.
(iii) $\#\left\{L[q, \mathfrak{b}] / C^{1}(L)\right\} \leq 1$ if we exclude the following two cases: (a) $n=2$ and $t=0 ;(\mathrm{b}) t=1, q \mathfrak{r}=\mathfrak{b b}^{\rho}$, and $\mathfrak{d} \neq \mathfrak{r}$.
(iv) If $n=2$ and $t=0$, then

$$
\#\left\{L\left[q, \mathfrak{d}^{-1}\right] / C^{1}(L)\right\}= \begin{cases}1 & \text { if } q \in \mathfrak{g}^{\times}  \tag{3.2}\\ N(q \mathfrak{g})\left[1-\{K / F\} N(\mathfrak{p})^{-1}\right] & \text { if } q \in \mathfrak{p}\end{cases}
$$

where $N(\mathfrak{a})=\#(\mathfrak{g} / \mathfrak{a})$, and $\{K / F\}=1,-1$, or 0 , according as $K=F \times F, K$ is an unramified quadratic extension of $F$, or $K$ is ramified over $F$.
(v) $L\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ exactly in the following cases: (a) $t=0$ and $q \in \mathfrak{g}$; (b) $t=$ $1, \mathfrak{d}=\mathfrak{r}, d_{0}(\varphi)=N_{K / F}\left(K^{\times}\right)$, and $q \in \mathfrak{g} ;\left(\right.$ c) $t=1, d_{0}(\varphi) \not \subset \mathfrak{g}^{\times} N_{K / F}\left(K^{\times}\right)$, and $q \in \mathfrak{p}^{-1} ;(\mathrm{d}) t=1, \mathfrak{d} \neq \mathfrak{r}$, and $q \in \mathfrak{p d}^{-2} \cup\left(\mathfrak{d}^{-2} \cap d_{0}(\varphi)\right)$; (e) $n=t=2$ and $\mathfrak{g} \subset q \mathfrak{g} \subset \mathfrak{p}^{-1}$ if $\mathfrak{d}=\mathfrak{r} ; q \mathfrak{g}=\mathfrak{p}^{-1}$ if $\mathfrak{d} \neq \mathfrak{r}$; (f) $n>2=t$ and $q \in \mathfrak{p}^{-1}$.

The proof will be given in $\S 3.6$ through $\S 3.12$.
The quantity $\#\left\{L[q, \mathfrak{b}] / C^{1}(L)\right\}$ in Case (b) of (iii) is not so simple. We will discuss that case in Lemma 3.13 (ii).

For every $\alpha \in U^{\varphi}$ we have $C(L \alpha)=\alpha^{-1} C(L) \alpha, C^{1}(L \alpha)=\alpha^{-1} C^{1}(L) \alpha$, and $(L \alpha)[q, \mathfrak{b}]=L[q, \mathfrak{b}] \alpha$. Therefore, in view of Lemma 1.10 (i), it is sufficient to prove Theorem 3.2 for a special choice of $L$. Also, since $c \cdot L[q, \mathfrak{b}]=L\left[c c^{\rho} q, c \mathfrak{b}\right]$ for every $c \in K^{\times}$, it is sufficient to prove our theorem when $\mathfrak{b}=\mathfrak{d}^{-1}$ or $\mathfrak{b}=\mathfrak{r}$.

Theorem 3.3. If $n>1$, we have $\#\left\{\Lambda[q] / C^{1}(\Lambda)\right\}<\infty$ for every $q \in F^{\times}$ and every $\mathfrak{r}$-lattice $\Lambda$ in $V$.

Proof. Let $L$ be a maximal lattice in $V$. Given $\Lambda$, we can find $c \in F^{\times}$such that $c \Lambda \subset L$. Then $c \Lambda[q] \subset L\left[c^{2} q\right]$. For any two open compact subgroups $D$ and $E$ of $S U^{\varphi}$ we have $[D: D \cap E]<\infty$. Therefore it is sufficient to prove that $\#\left\{L[q] / C^{1}(L)\right\}<\infty$. Given $h \in L[q]$, put $\mathfrak{b}=\varphi(h, L)$. Then $q \mathfrak{r} \subset \mathfrak{b} \subset \mathfrak{d}^{-1}$, and hence $L[q] \subset \bigcup_{\mathfrak{b}} L[q, \mathfrak{b}]$, where $\mathfrak{b}$ runs over the $\mathfrak{r}$-ideals $\mathfrak{b}$ such that $q \mathfrak{r} \subset \mathfrak{b} \subset \mathfrak{d}^{-1}$. Therefore the desired fact follows from Theorem 3.2 (ii).

Lemma 3.4. Let $L$ be a maximal lattice in $V$. Suppose $\operatorname{dim}(V)>1$ and $q \in \mathfrak{g}^{\times}$; then $\#\{L[q, \mathfrak{r}] / C(L)\} \leq 1$. Moreover, $\#\left\{L[q, \mathfrak{r}] / C^{1}(L)\right\} \leq 1$ if $K$ is a field unramified over $F$, or the core dimension of $(K h)^{\perp}$ is not 0 for some $h \in L[q, \mathfrak{r}]$.

Proof. Let $h, k \in L[q, \mathfrak{r}]$. We see that $L+\mathfrak{r} h$ is integral, and so $h \in L$, as $L$ is maximal. Given $x \in L$, put $y=x-\varphi[h]^{-1} \varphi(x, h) h$. Then $y \in L \cap(K h)^{\perp}$. From this we can derive that $L=\mathfrak{r} h \oplus M$ with $M=L \cap(K h)^{\perp}$. Similarly $L=\mathfrak{r} k \oplus M^{\prime}$ with $M^{\prime}=L \cap(K k)^{\perp}$. Since $L$ is maximal, $M$ and $M^{\prime}$ must be maximal. By (1.5) we can find an element $\alpha$ of $S U^{\varphi}(V)$ such that $k=h \alpha$. Then $M \alpha$ is a maximal lattice in $(K k)^{\perp}$. By Lemma 1.10 (i) we can find an element $\beta$ of $U^{\varphi}\left((K k)^{\perp}\right)$ such that $M \alpha \beta=M^{\prime}$; by Lemma 1.10 (ii) such a $\beta$ can be taken from $S U^{\varphi}\left((K k)^{\perp}\right)$ if $K$ is a field unramified over $F$, or the core dimension of $(K k)^{\perp}$ is not 0 . Extend $\beta$ to $V$ by putting $k \beta=k$. Then $\alpha \beta \in C(L)$ and $h \alpha \beta=k$. We have $\alpha \beta \in C^{1}(L)$ under the said conditions on $K$ or on $K k$. This proves our lemma. Notice that the core dimension of $(K h)^{\perp}$ depends only on $h U(\varphi)$.
3.5. We call an element $x$ of $\mathfrak{r}_{n}^{1}$ primitive if $x \mathfrak{r}_{1}^{n}=\mathfrak{r}$. Replacing $\mathfrak{r}$ by $\mathfrak{g}$, we can similarly define the primitive elements of $\mathfrak{g}_{n}^{1}$. Given an integral $\mathfrak{r}$-lattice $L$ in $V$, identify $V$ and $L$ with $K_{n}^{1}$ and $\mathfrak{r}_{n}^{1}$ with respect to an $\mathfrak{r}$-basis $\left\{z_{i}\right\}_{i=1}^{n}$ of $L$; also let $\varphi_{0}=\left(\varphi\left(z_{i}, z_{j}\right)\right)_{i, j=1}^{n}$. By (1.9) we have $\delta \varphi_{0} \prec \mathfrak{r}$ for any element $\delta$ of $\mathfrak{r}$ such that $\delta \mathfrak{r}=\mathfrak{d}$. Moreover, $\varphi(x, L)=\mathfrak{d}^{-1}$ for $x \in L=\mathfrak{r}_{n}^{1}$ if and only if $\delta x \varphi_{0}$ is primitive.

To prove Theorem 3.2, we fix a maximal lattice $L$ in $V$, and hereafter write simply $C$ and $C^{1}$ for $C(L)$ and $C^{1}(L)$; we always assume $n>1$.
3.6. In this subsection we consider the case $K=F \times F$, using the notation of $\S 1.8$. We can put $L=\mathfrak{g}_{n}^{1} \times \mathfrak{g}_{n}^{1}$.

Let $h=(a, b) \in L[q, \mathfrak{r}]$ with $a, b \in F_{n}^{1}$. Then $\varphi(h, L)=\left(a \mathfrak{g}_{1}^{n}, b \mathfrak{g}_{1}^{n}\right)$, and so both $a$ and $b$ are primitive. Let $\left\{e_{i}\right\}_{i=1}^{n}$ be the standard basis of $F_{n}^{1}$. Take $\alpha \in S L_{n}(\mathfrak{g})$ so that $a \alpha=e_{1}$ and put $c=b \cdot{ }^{t} \alpha^{-1}=\left(c_{i}\right)_{i=1}^{n}$. Then $c_{1}=q$. Suppose $q \in \mathfrak{g}^{\times}$; then define $\beta \in S L_{n}(\mathfrak{g})$ by $\beta=\left[\begin{array}{cc}1 & x \\ 0 & 1_{n-1}\end{array}\right]$ with $x=\left(q^{-1} c_{2}, \ldots, q^{-1} c_{n}\right)$ and put $\gamma=\alpha \cdot{ }^{t} \beta$. Then $a \gamma=e_{1}$ and $b \cdot{ }^{t} \gamma^{-1}=$ $c \beta^{-1}=q e_{1}$. Thus $L[q, \mathfrak{r}] / C^{1}$ is represented by $\left(e_{1}, q e_{1}\right)$ if $q \in \mathfrak{g}^{\times}$.

Next suppose $q \in \mathfrak{p}$; then $\left(c_{2}, \ldots, c_{n}\right)$ is primitive, and so we can find $\beta \in$ $G L_{n-1}(\mathfrak{g})$ such that $\left(c_{2}, \ldots, c_{n}\right) \beta=(1,0, \ldots, 0)$. Put $\gamma=\alpha \cdot \operatorname{diag}\left[1,{ }^{t} \beta^{-1}\right]$. Then $a \gamma=e_{1}$ and $b \cdot{ }^{t} \gamma^{-1}=(q, 1,0, \ldots, 0)$. This shows that $\#\{L[q, \mathfrak{r}] / C\}=$ 1. If $n>2$, we can take $\beta \in S L_{n-1}(\mathfrak{g})$, and hence $\#\left\{L[q, \mathfrak{r}] / C^{1}\right\}=1$.

Finally suppose $n=2$ and $q \in \mathfrak{p}$; then we have shown that $L[q, \mathfrak{r}] / C^{1}$ can be represented by the elements of the form $\left(e_{1},(q, s)\right)$ with $s \in \mathfrak{g}^{\times}$. Suppose $\left(e_{1},(q, s)\right) \alpha=\left(e_{1},(q, t)\right)$ with $\alpha=\left(\gamma,{ }^{t} \gamma^{-1}\right) \in C^{1}, \gamma \in S L_{2}(\mathfrak{g})$, and $s, t \in$ $\mathfrak{g}^{\times}$. Clearly $\gamma=\left[\begin{array}{ll}1 & 0 \\ v & 1\end{array}\right]$ with $v \in \mathfrak{g}$, and so $t=s-q v$. Since the procedure is reversible, we see that $\#\left\{L[q, \mathfrak{r}] / C^{1}\right\}=\#(\mathfrak{g} / q \mathfrak{g})^{\times}$, which gives (3.2) for $K=F \times F$. This completes the proof of Theorem 3.2 in the case $K=F \times F$.

Hereafter from $\S 3.7$ through $\S 3.12$ we assume that $K$ is a field.
3.7. Let us consider the case $n=t=2$. Let the symbols be as in Lemma 1.3 and $\S 1.11$; we identify $B$ with $j(B)$. In view of Lemma 1.6 we can take $\varphi[\ell]=c=1$ in the proof of Lemma 1.3, and so we can take $\gamma=1$ in $\S 1.11$. Thus $M=\ell \mathfrak{O}$. Since $\varphi$ is anisotropic, $S U^{\varphi}(V)=C^{1}(M)=\left\{\alpha \in \mathfrak{O}^{\times} \mid \alpha \alpha^{\iota}=\right.$ $1\}$. From (1.5) we see that $\#\left\{M\left[q, \mathfrak{d}^{-1}\right] / C^{1}\right\}=1$ if $M\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$. Since $\operatorname{Tr}_{K / F}(\varphi(\ell \alpha, \ell \beta))=\operatorname{Tr}_{B / F}\left(\alpha \beta^{\iota}\right)$ for $\alpha, \beta \in B$, we have $\varphi(\ell \alpha, M)=\mathfrak{d}^{-1}$ only if $\operatorname{Tr}_{B / F}(\alpha \mathfrak{O})=\mathfrak{g}$, which is so if and only if $\alpha \mathfrak{O}=\mathfrak{O}$ or $\alpha \mathfrak{O}=\mathfrak{P}^{-1}$. Take such an $\alpha$ and assume that $K$ is unramified over $F$. Then $\ell \alpha \in M\left[\alpha \alpha^{\iota}, \mathfrak{r}\right]$. Thus $M\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ if and only if $q \mathfrak{g}$ is $\mathfrak{g}$ or $\mathfrak{p}^{-1}$. Next suppose that $K$ is ramified over $F$. Clearly $M\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ for some $q$, and $q \mathfrak{g}$ is $\mathfrak{g}$ or $\mathfrak{p}^{-1}$ for the same reason as above. Suppose $q \in \mathfrak{g}^{\times}$. Then we can find an element $\xi \in \mathfrak{D}^{\times}$such that $\xi \xi^{\iota}=q$. Then $\varphi[x \xi]=q \varphi[x]$ for every $x \in V, M \xi=M$, and $M[1, \mathfrak{b}] \xi=M[q, \mathfrak{b}]$. Let $d_{0}(\varphi)=s N_{K / F}\left(K^{\times}\right)$as in the proof of Lemma 1.3. We may assume that $s \in \mathfrak{g}^{\times}, s \notin N_{K / F}\left(\mathfrak{r}^{\times}\right)$, and $\varphi_{0}=\operatorname{diag}[1,-s]$. Observe that $\mathfrak{O}$ consists of the elements $a+b \omega$ with $a, b \in K$ such that $a+a^{\rho} \in \mathfrak{g}$ and $a a^{\rho}-s b b^{\rho} \in \mathfrak{g}$. Now let $\ell \alpha \in M\left[1, \mathfrak{d}^{-1}\right]$ with $\alpha \in B$. Then $\alpha \alpha^{\iota}=1$, and so $\ell \in M\left[1, \mathfrak{d}^{-1}\right]$. Thus $\mathfrak{d}^{-1}=\varphi(\ell, M)=\varphi(\ell, \ell \mathfrak{O})$. For $a+b \omega \in \mathfrak{O}$ as above, we have $\varphi(\ell, \ell(a+b \omega))=a^{\rho}$, and so $\mathfrak{O}$ contains an element $a+b \omega$ such that $a \mathfrak{r}=\mathfrak{d}^{-1}$. Put $N_{K / F}(\mathfrak{d})=\mathfrak{p}^{\kappa}$ with $0<\kappa \in \mathbf{Z}$. Then $a a^{\rho} \mathfrak{g}=\mathfrak{p}^{-\kappa}$, and $b b^{\rho} \mathfrak{g}=\mathfrak{p}^{-\kappa}$ as $a a^{\rho}-s b b^{\rho} \in \mathfrak{g}$. Putting $a^{-1} b=c$, we obtain $s c c^{\rho}-1 \in \mathfrak{p}^{\kappa}$, a contradiction, as $s \notin N_{K / F}\left(\mathfrak{r}^{\times}\right)$. Thus $M\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ only if $q \mathfrak{g}=\mathfrak{p}^{-1}$. This proves Theorem 3.2 when $n=t=2$.
3.8. Take an element $u \in \mathfrak{r}$ so that $\mathfrak{r}=\mathfrak{g}[u]$ and put $\delta=u-u^{\rho}$. Then $\mathfrak{d}=\delta \mathfrak{r}$ and $\delta^{\rho}=-\delta$. We will often use these $u$ and $\delta$ in our later treatment.

Take a decomposition of $V$ as in (1.8a, b), and assume that it is a Witt decomposition; thus $t=\operatorname{dim}(Z)$. Put $g_{i}=\delta^{-1} f_{i}$ and

$$
\begin{equation*}
L=\sum_{i=1}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{r} g_{i}\right)+M, \quad M=\{y \in Z \mid \varphi[y] \in \mathfrak{g}\} . \tag{3.3}
\end{equation*}
$$

Then $L$ is a maximal lattice in $V$ as noted in §1.7. With an $\mathfrak{r}$ basis $\left\{m_{i}\right\}_{i=1}^{t}$ of $M$, consider matrix representation with respect to $\left\{e_{1}, \ldots, e_{r}, m_{1}, \ldots, m_{t}, g_{1}, \ldots, g_{r}\right\}$. Then $\varphi$ is represented by

$$
\varphi_{0}=\left[\begin{array}{ccc}
0 & 0 & -\delta^{-1} 1_{r}  \tag{3.4}\\
0 & \zeta & 0 \\
\delta^{-1} 1_{r} & 0 & 0
\end{array}\right]
$$

where $\zeta=\left(\varphi\left(m_{i}, m_{j}\right)\right)_{i, j=1}^{t}$. Now write an element of $G L(V)$ as a matrix with 9 matrix blocks corresponding to the blocks of (3.4), and let $P$ be the group consisting of the elements of $U^{\varphi}$ whose lower left 3 blocks under the diagonal blocks are all 0 ; also let $P^{1}=P \cap S U^{\varphi}$. Then

$$
\begin{equation*}
U^{\varphi}=P C(L) \quad \text { and } \quad S U^{\varphi}=P^{1} C^{1}(L) ; \tag{3.5}
\end{equation*}
$$

see [S2, Proposition 5.16]. If $r=1, P$ consists of the matrices of the form

$$
\left[\begin{array}{ccc}
a & b & a^{-\rho}\left(s+u^{\rho} b \zeta b^{*}\right)  \tag{3.6}\\
0 & e & -\delta a^{-\rho} e \zeta b^{*} \\
0 & 0 & a^{-\rho}
\end{array}\right]
$$

where $a \in K^{\times}, b \in K_{t}^{1}, e \in U^{\zeta}(Z)$, and $s \in F$.
3.9. The case $t=0$. Represent the elements of $V$ by row vectors in $K_{r}^{1} \times K_{r}^{1}$ with respect to the basis $\left\{e_{1}, \ldots, e_{r}, g_{1}, \ldots, g_{r}\right\}$, and $G L(V)$ by $G L_{2 r}(K)$, acting on the right. Then for $h=(y, z) \in K_{r}^{1} \times K_{r}^{1}$ we have $\varphi[h]=\delta^{-1}\left(z y^{*}-\right.$ $\left.y z^{*}\right)$ and $\varphi(h, L)=\delta^{-1} \sum_{i=1}^{r}\left(\mathfrak{r} y_{i}+\mathfrak{r} z_{i}\right)$. Now $\varphi$ is represented by $\delta^{-1} \eta$, where

$$
\eta=\left[\begin{array}{cc}
0 & -1_{r} \\
1_{r} & 0
\end{array}\right]
$$

Therefore $\operatorname{diag}[\alpha, \widetilde{\alpha}] \in U^{\varphi}$ for every $\alpha \in G L_{r}(K)$, where $\widetilde{\alpha}=\left(\alpha^{*}\right)^{-1}$. Suppose $\varphi(h, L)=\mathfrak{d}^{-1}$ for $h=(y, z)$; then $\sum_{i=1}^{r}\left(\mathfrak{r} y_{i}+\mathfrak{r} z_{i}\right)=\mathfrak{r}$ and $\varphi[h] \in \mathfrak{g}$. Putting $k=\left(e_{1}, q u g_{1}\right)$ with $q \in F$ (not necessarily $\neq 0$ ), let us prove
(3.7) $\varphi[h]=q$ and $\varphi(h, L)=\mathfrak{d}^{-1} \Longrightarrow h \in k C(L) ; h \in k C^{1}(L)$ if $r>1$.

Since $\eta \in C^{1}$, changing $h$ for $h \eta$ if necessary, we may assume that $\sum_{i=1}^{r} \mathfrak{r} y_{i}=$ $\mathfrak{r}$. We can find an element $\alpha \in G L_{r}(\mathfrak{r})$ such that $y \alpha=e_{1}$; we can even take $\alpha$ from $S L_{r}(\mathfrak{r})$ if $r>1$. Put $w=z \widetilde{\alpha}$. Then $(y, z) \operatorname{diag}[\alpha, \widetilde{\alpha}]=\left(e_{1}, w\right)$, and so $w_{1}-w_{1}^{\rho}=q \delta$. Thus we can put $w_{1}=p+q u$ with $p \in \mathfrak{g}$. Define an element $s=s^{*} \in M_{r}(\mathfrak{r})$ so that $s_{11}=p$ and $s_{1 j}=w_{j}$ for $j>1$, and put
$\beta=\left[\begin{array}{cc}1_{r} & s \\ 0 & 1_{r}\end{array}\right]$. Then $\beta \in C^{1}$ and $k \beta=\left(e_{1}, w\right)$. If $r>1$, then we see that $h \in k C^{1}$, and so $L\left[q, \mathfrak{d}^{-1}\right]=k C^{1}$. This proves (3.7) and also Theorem 3.2 (i), (iii), (v) when $t=0$.

Suppose $r=1$; then $y \in \mathfrak{r}^{\times}$. Since $C^{1}$ is a normal subgroup of $C$, the above argument shows that $h \in \bigcup_{t}\left(t, t^{-\rho} q u\right) C^{1}$, where $t$ runs over $\mathfrak{r}^{\times}$. Define $B$ as in Lemma 1.3. From (1.7b), (1.15), and the last equality in the proof of Lemma 1.3 we obtain $B=M_{2}(F), S U^{\varphi}=S L_{2}(F)$, and $C^{1}=S L_{2}(\mathfrak{g})$. Let $t \in \mathfrak{r}^{\times} \cap \mathfrak{g}[q u]$. Then $t=a+c q u$ with $a, c \in \mathfrak{g}$, and we can find an element $\gamma \in S L_{2}(\mathfrak{g})$ of the form $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. We have $(1, q u) \gamma=\left(t, t^{-\rho} v\right)$ with $v \in \mathfrak{r}$. Then $v-v^{\rho}=q \delta$, so that $v=q u-s$ with $s \in \mathfrak{g}$. Since $t t^{\rho} \in \mathfrak{g}^{\times}$, we can put $s=t t^{\rho} s^{\prime}$ with $s^{\prime} \in \mathfrak{g}$. Put $\sigma=\left[\begin{array}{ll}1 & s^{\prime} \\ 0 & 1\end{array}\right]$. Then $\sigma \in C^{1}$ and $\left(t, t^{-\rho} v\right) \sigma=\left(t, t^{-\rho} q u\right)$, which shows that $\left(t, t^{-\rho} q u\right) \in(1, q u) C^{1}$ if $t \in \mathfrak{g}[q u]$. Since the converse is obvious, we thus obtain $L\left[q, \mathfrak{d}^{-1}\right]=\bigsqcup_{t \in \tau}\left(t, t^{-\rho} q u\right) C^{1}$, where $\tau=\mathfrak{r}^{\times} / \mathfrak{g}[q u]^{\times}$. This proves (3.2) and completes the proof of Theorem 3.2 when $t=0$.
3.10. The notation being as in (3.3), put $H_{j}=\sum_{i=1}^{j}\left(K e_{i}+K g_{i}\right)$. Let us now show that given $h \in V$, there exists an element $\alpha$ of $C^{1}$ such that $h \alpha \in H_{1}+Z$. This is obvious if $h \in Z$ or $r=1$. So assume that $h \notin Z$ and $r>1$. Put $h=w+k$ with $k \in Z$ and $w=\sum_{i=1}^{r}\left(y_{i} e_{i}+z_{i} g_{i}\right) \in H_{r}, y_{i}, z_{i} \in K$. Then we can put $\sum_{i=1}^{r}\left(y_{i} \mathfrak{r}+z_{i} \mathfrak{r}\right)=d \mathfrak{r}$ with $d \in K^{\times}$. Taking $d^{-1} w$ as $h$ of (3.7), we can find an element $\gamma \in C^{1}\left(L \cap H_{r}\right)$ such that $d^{-1} w \gamma \in H_{1}$. Extend $\gamma$ to an element of $C^{1}(L)$ by defining $x \gamma=x$ for every $x \in Z$. Then we obtain the desired fact. This means that if $n>t>0$, then it is sufficient to prove Theorem 3.2 when $r=1$.
3.11. Case $t>0, r=1$. Writing simply $e$ and $g$ for $e_{1}$ and $g_{1}$, we have $V=K e+Z+K g$ and $L=\mathfrak{r} e+M+\mathfrak{r} g$ with a maximal lattice $M$ in $Z$. Let $h=y e+x+z g$ with $y, z \in K$ and $x \in Z$. Then $\varphi[h]=\delta^{-1}\left(z y^{\rho}-y z^{\rho}\right)+\zeta[x]$, where $\zeta$ is the restriction of $\varphi$ to $Z$, and $\varphi(h, L)=\delta^{-1}(\mathfrak{r} y+\mathfrak{r} z)+\zeta(x, M)$. Suppose $h \in L\left[q, \mathfrak{d}^{-1}\right]$. Then $\mathfrak{r} y+\mathfrak{r} z+\mathfrak{d} \zeta(x, M)=\mathfrak{r}$, and hence $y, z \in \mathfrak{r}, x \in \widehat{M}$, and $\varphi[h]-\zeta[x] \in \mathfrak{g}$. We identify an element of $Z$ with a row vector of $K_{t}^{1}$ with respect to an $r$-basis of $M$. Then an element $a e+b+c g$ of $V$ with $a, c \in K$ and $b \in Z$ can be identified with a row vector $\left[\begin{array}{lll}a & b & c\end{array}\right]$ of $K_{t+2}^{1}$. If $t=2$ and $M$ corresponds to $\mathfrak{O}$ as in $\S 1.11$, then $\widehat{M}$ corresponds to $\mathfrak{P}^{-1}$, and so $\zeta[x] \in \mathfrak{p}^{-1}$; consequently $\varphi[h] \in \mathfrak{p}^{-1}$. Since $e+q u g \in L\left[q, \mathfrak{d}^{-1}\right]$ if $q \in \mathfrak{g}$, we see that $L\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ for every $q \in \mathfrak{g}$.
(a) First suppose $t=2$ and $q \in \mathfrak{p}$. Suppose also that $\mathfrak{r} y+\mathfrak{r} z \neq \mathfrak{r}$. Then $y z^{\rho} \in \mathfrak{p r}$, and so $\delta^{-1}\left(z y^{\rho}-y z^{\rho}\right) \in \mathfrak{p}$. Thus $\zeta[x] \in \mathfrak{p}$, and hence $\zeta(x, M) \neq \mathfrak{d}^{-1}$. (In $\S 3.7$ we showed that $\zeta(x, M)=\mathfrak{d}^{-1}$ only if $\mathfrak{g} \subset \varphi[x] \mathfrak{g} \subset \mathfrak{p}^{-1}$.) Therefore
$\delta \varphi(h, L) \neq \mathfrak{r}$, a contradiction. This shows that $(y, z)$ must be primitive. By (3.7) there is an element $\alpha$ of $C(\mathfrak{r e} e+\mathfrak{r} g)$ such that $(y e+z g) \alpha=e+a u g$ with $a \in \mathfrak{g}$. Extend $\alpha$ to an element $\gamma$ of $S U^{\varphi}(V)$ by defining $w \gamma=w \sigma$ for $w \in Z$ with $\sigma \in U^{\varphi}(Z)$ such that $\operatorname{det}(\sigma)=\operatorname{det}(\alpha)^{-1}$. Since $M \sigma=M$, we see that $\gamma \in C^{1}$, and $h \gamma=\left[\begin{array}{lll}1 & k & a u\end{array}\right]$ with $k \in M$ such that $\zeta[k]=q-a$. Given another $h^{\prime} \in L\left[q, \mathfrak{d}^{-1}\right]$, we can similarly find an element $\gamma^{\prime}$ of $C^{1}$ such that $h^{\prime} \gamma^{\prime}=\left[\begin{array}{lll}1 & k^{\prime} & a^{\prime} u\end{array}\right]$ with $a^{\prime} \in \mathfrak{g}$ and $k^{\prime} \in M$ such that $\zeta\left[k^{\prime}\right]=q-a^{\prime}$. Put $b=k^{\prime}-k$ and

$$
\tau=\left[\begin{array}{ccc}
1 & b & s+u^{\rho} b \zeta b^{*}  \tag{3.8}\\
0 & 1 & -\delta \zeta \zeta b^{*} \\
0 & 0 & 1
\end{array}\right]
$$

with some $s \in \mathfrak{g}$. This is a special case of (3.6) and belongs to $S U^{\varphi}(V)$. Since $b \prec \mathfrak{r}$ and $\delta \zeta \prec \mathfrak{r}$, we see that $\tau \in C^{1}$. We choose $s$ so that $h \gamma \tau=\left[\begin{array}{lll}1 & k^{\prime} & a^{\prime} u\end{array}\right]$, which is so if and only if $a^{\prime} u=s+u^{\rho} b \zeta b^{*}-\delta k \zeta b^{*}+a u$. This can be achieved by taking $s=\operatorname{Tr}_{K / F}\left(u \zeta\left(k, k^{\prime}\right)\right)-\left(u+u^{\rho}\right) \zeta\left[k^{\prime}\right]$. Then $h^{\prime} \gamma^{\prime}=h \gamma \tau$, and so $h^{\prime} \in h C^{1}$ as expected.
(b) Next suppose $t=2$ and $q \notin \mathfrak{p}$. Then $q \in \mathfrak{g}^{\times}$or $q \mathfrak{g}=\mathfrak{p}^{-1}$. If $\mathfrak{d} \neq \mathfrak{r}$ and $q \in \mathfrak{g}$, then $\zeta[x] \in \mathfrak{g}$, and so $\delta \zeta(x, M) \neq \mathfrak{r}$ as shown in $\S 3.7$. Consequently $\mathfrak{r} y+\mathfrak{r} z=\mathfrak{r}$ in such a case, and the argument of case (a) is applicable. Therefore we may assume that $q \mathfrak{g}=\mathfrak{p}^{-1}$ if $\mathfrak{d} \neq \mathfrak{r}$. Then as observed in $\S 3.7$, we can find an element $v$ of $M\left[q, \mathfrak{d}^{-1}\right]$. The same can be said for both cases $q \in \mathfrak{g}^{\times}$and $q \mathfrak{g}=$ $\mathfrak{p}^{-1}$ if $\mathfrak{d}=\mathfrak{r}$. We identify $v$ with the row vector $\left[\begin{array}{lll}0 & v & 0\end{array}\right]$, which can be viewed as an element of $L\left[q, \mathfrak{d}^{-1}\right]$, and so $L\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ in such cases. Combining (1.5) and (3.5), we have $h \in v P^{1} C^{1}$, and hence $h=v \pi \alpha$ with $\pi \in P^{1}$ and $\alpha \in C^{1}$. Write $\pi$ in the form (3.6) and focus our attention on the element $e$ of $U^{\zeta}(Z)$ there. Since $U^{\zeta}(Z)=C(M)$, we see that $v e \in M\left[q, \mathfrak{d}^{-1}\right]$, and hence $v e=v \varepsilon$ with $\varepsilon \in C^{1}(M)=S U^{\zeta}(Z)$ as shown in $\S 3.7$. Let $\beta=\operatorname{diag}[1, \varepsilon, 1]$ and $\pi_{1}=\pi \beta^{-1}$. Then $\beta \in C^{1}, \pi_{1} \in P^{1}$, and $v \pi_{1}=h \alpha^{-1} \beta^{-1} \in L\left[q, \mathfrak{d}^{-1}\right]$. Our choice of $\varepsilon$ shows that $v \pi_{1}=\left[\begin{array}{lll}0 & v & p\end{array}\right]$ with $p \in \mathfrak{r}$. Since $v \in M\left[q, \mathfrak{d}^{-1}\right]$, $\delta v \zeta$ is primitive (see $\S 3.5$ ), and so we can find an element $b$ of $\mathfrak{r}_{2}^{1}$ such that $\delta v \zeta b^{*}=-p$. Define $\tau$ by (3.8) with this $b$ and $s=0$. Then $\tau \in C^{1}$ and $v \tau=v \pi_{1}=h \alpha^{-1} \beta^{-1}$. This shows that $h \in v C^{1}$. Thus we obtain Theorem 3.2 when $n>t=2$.
(c) Finally suppose $t=1$; let $M$ and $\zeta$ be as in (3.3) and (3.4). Then $\zeta=$ $\varphi[m]$ and $M=\mathfrak{r} m$ with an element $m$. Clearly $\zeta \in \mathfrak{g}^{\times}$or $\zeta \mathfrak{g}=\mathfrak{p}$; the latter case occurs only when $\mathfrak{d}=\mathfrak{r}$. We first treat the case where $\zeta \in \mathfrak{g}^{\times}$; the other case will be treated in $\S 3.12$. Thus $h=y e+z g+s m$ with $y, z, s \in K$ such that $y \mathfrak{r}+z \mathfrak{r}+s \mathfrak{d}=\mathfrak{r}$ and $\delta^{-1}\left(z y^{\rho}-y z^{\rho}\right)+\zeta s s^{\rho}=q$. Suppose $\mathfrak{d}=\mathfrak{r}$ and $y \mathfrak{r}+z \mathfrak{r} \neq \mathfrak{r}$. Then $s \in \mathfrak{r}^{\times}$and we see that $q=\varphi[h] \in \mathfrak{g}^{\times}$. Then $\#\left\{L\left[q, \mathfrak{d}^{-1}\right] / C^{1}(L)\right\} \leq 1$ by Lemma 3.4.
(c1) Let us now prove the case in which $q \in \mathfrak{g}$ and $y \mathfrak{r}+z \mathfrak{r}=\mathfrak{r}$ for both
ramified and unramified $K$. Putting $p=\delta^{-1}\left(z y^{\rho}-y z^{\rho}\right)$ and applying (3.7) to $y e+z g$, we find $\gamma \in C(L)$ such that $M \gamma=M$ and $(y, z) \gamma=(1, p u)$ with $p \in \mathfrak{g}$. Replacing $\gamma$ by $\gamma \alpha$ with $\alpha \in C$ such that $m \alpha=\operatorname{det}(\gamma)^{-1} m$ and $\alpha$ is the identity map on $K e+K g$, we may assume that $\gamma \in C^{1}$. We have $h \gamma=\left[\begin{array}{lll}1 & x & p u\end{array}\right]$ with $x \in \mathfrak{r}$. We consider

$$
\sigma=\left[\begin{array}{ccc}
1 & -x & u^{\rho} \zeta x x^{\rho}  \tag{3.9}\\
0 & 1 & \delta \zeta x^{\rho} \\
0 & 0 & 1
\end{array}\right]
$$

which is similar to (3.8) and belongs to $C^{1}$. We have then $h \gamma \sigma=\left[\begin{array}{lll}1 & 0 & s\end{array}\right]$ with $s \in \mathfrak{g}$. Taking $(1, s)$ as $(y, z)$ above, we find $\gamma^{\prime} \in C^{1}$ such that $h \gamma \sigma \gamma^{\prime}=$ [1 $100 \quad q u$. Thus $h \in k C^{1}$ with $k=e+q u g$; also Theorem $3.2(\mathrm{v}),(\mathrm{b})$ is valid.
(c2) Suppose $K$ is ramified over $F$. If $q \in \mathfrak{g}$, then $s \in \mathfrak{r}$, so that $y \mathfrak{r}+z \mathfrak{r}=\mathfrak{r}$. and (c1) covers this case. Thus we assume that $q \notin \mathfrak{g}$. Then $s \notin \mathfrak{r}$ and $q \mathfrak{g}=s s^{\rho} \mathfrak{g}$. Put $\mathfrak{d}=\mathfrak{q}^{\kappa}$ with the maximal ideal $\mathfrak{q}$ of $\mathfrak{r}$ and $0<\kappa \in \mathbf{Z}$. Since $s \mathfrak{d} \subset \mathfrak{r}$, we can put $s^{-1} \mathfrak{r}=\mathfrak{q}^{a}$ with $0<a \leq \kappa$; then $q \mathfrak{g}=\mathfrak{p}^{-a}$. Thus $a$ is determined by $q$. Suppose $a<\kappa$; then $s \mathfrak{d} \neq \mathfrak{r}$, so that $y \mathfrak{r}+z \mathfrak{r}=\mathfrak{r}$. By the same technique as in (c1), we can find $\gamma \in C^{1}$ such that $h \gamma=\left[\begin{array}{ccc}1 & x & p u\end{array}\right]$ with $p \in \mathfrak{g}$ and $x \in K$. Then $x \mathfrak{q}^{a}=\mathfrak{r}$. Let $k=\left[\begin{array}{lll}1 & x_{1} & p_{1} u\end{array}\right] \in L\left[q, \mathfrak{d}^{-1}\right]$ with $p_{1} \in \mathfrak{g}$ and $x_{1}$ such that $x_{1} \mathfrak{q}^{a}=\mathfrak{r}$. Our task is to show that $k \in h C$. For simplicity put $N(w)=w w^{\rho}$ for $w \in K^{\times}$. We have $\zeta N(x)+p=q=\zeta N\left(x_{1}\right)+p_{1}$, and so $N\left(x^{-1} x_{1}\right)-1 \in \mathfrak{p}^{a}$. Thus $N\left(x^{-1} x_{1}\right) \in N\left(\mathfrak{r}^{\times}\right) \cap\left(1+\mathfrak{p}^{a}\right)=N\left(1+\mathfrak{q}^{a}\right)$ by [S2, Lemma 17.6 (2)]. We can therefore put $N\left(x^{-1} x_{1}\right)=N(d)$ with $d \in 1+\mathfrak{q}^{a}$. Put $\alpha=\operatorname{diag}\left[1_{r}, d x_{1}^{-1} x, 1_{r}\right]$. Then $\alpha \in C^{1}$ and $k \alpha=\left[\begin{array}{lll}1 & d x & p_{1} u\end{array}\right]$. Put $b=d x-x$ and consider $\tau$ of (3.8) with this $b$ and any $s \in \mathfrak{g}$. Then $\tau \in C^{1}$ and $h \gamma \tau=\left[\begin{array}{lll}1 & d x & c\end{array}\right]$ with $c \in \mathfrak{g}$ such that $c-c^{\rho}=\delta p_{1}$. Choosing $s$ suitably, we obtain $c=p_{1} u$. Then $k \in h C^{1}$.
(c3) It remains to treat the case $a=\kappa$. Then $s \mathfrak{d}=\mathfrak{r}$ and $q \mathfrak{r}=\mathfrak{d}^{-2}$. Put $h_{0}=\delta h$ and $q_{0}=-\delta^{2} q$. Then $h_{0} \in L\left[q_{0}, \mathfrak{r}\right]$. Since $q_{0} \in \mathfrak{g}^{\times}$, by Lemma 3.4 we see that $\#\left\{L\left[q, \mathfrak{d}^{-1}\right] / C\right\}=\#\left\{L\left[q_{0}, \mathfrak{r}\right] / C\right\} \leq 1$.
(c4) As for (d) of Theorem $3.2(\mathrm{v})$, we have seen that $L\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ only if $q \in \mathfrak{d}^{-2}$; also $e+q u g \in L\left[q, \mathfrak{d}^{-1}\right]$ if $q \in \mathfrak{g}$. Thus it remains to consider the case where $\mathfrak{d} \neq \mathfrak{r}$ and $q \notin \mathfrak{g}$. Suppose $q \mathfrak{g}=\mathfrak{p}^{-a}$ with $0<a<\kappa$. We can find $c \in \mathfrak{g}^{\times}$such that $c-1 \in \mathfrak{p}^{a}$ and $c \notin N\left(\mathfrak{r}^{\times}\right)$. Then $q$ or $c^{-1} q$ represents $d_{0}(\varphi)$. If $q \in d_{0}(\varphi)$, then $q=\zeta s s^{\rho}$ with $s \in K$, and $e+s m \in L\left[q, \mathfrak{d}^{-1}\right]$. If $q \in c d_{0}(\varphi)$, put $q=c \zeta s s^{\rho}$ with $s \in K$ and $p=\zeta s s^{\rho}(c-1)$. Then $p \in \mathfrak{g}$ and $e+p u \mathfrak{g}+s m \in L\left[q, \mathfrak{d}^{-1}\right]$. Thus $L\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ if $q \in \mathfrak{p d} \mathfrak{d}^{-2}$. The case $q \mathfrak{r}=\mathfrak{d}^{-2}$ will be settled in Lemma 3.13.
3.12. Let us now treat the case where $t=1$ and $\zeta \mathfrak{g}=\mathfrak{p}$. Then $\mathfrak{d}=\mathfrak{r}$ and $\delta \in \mathfrak{r}^{\times}$. To avoid possible confusion, we use the letter $\pi$ instead of $\zeta$; thus $\varphi[m]=\pi$. Let $h=a e+b f+c m \in L[q, \mathfrak{r}]$. Then $\mathfrak{r} a+\mathfrak{r} b+\mathfrak{r} \pi c=\mathfrak{r}$ and $a b^{\rho}+a^{\rho} b+\pi c c^{\rho}=q$. Clearly $q \in \mathfrak{p}^{-1}$; also $c \in \mathfrak{r}$ if and only if $q \in \mathfrak{g}$. Given
$q \in \mathfrak{g}$, we can find $b \in \mathfrak{r}$ such that $b+b^{\rho}=q$. Then $e+b f \in L[q, \mathfrak{r}]$. Given $q \in \mathfrak{p}^{-1}, \notin \mathfrak{g}$, we can find $d \in \mathfrak{r}^{\times}$such that $d d^{\rho}=\pi q$. Then $\pi^{-1} d m \in L[q, \mathfrak{r}]$. Thus $L[q, \mathfrak{r}] \neq \emptyset$ if and only if $q \in \mathfrak{p}^{-1}$.
(1) Let us first assume that $q \in \mathfrak{g}$; then $c \in \mathfrak{r}$ and $\mathfrak{r} a+\mathfrak{r} b=\mathfrak{r}$. By (3.7) there exists an element $\beta$ of $C(\mathfrak{r} e+\mathfrak{r} f)$ such that $k \beta=e+s f$ with $s \in \mathfrak{r}$. Extend $\beta$ to an element $\alpha$ of $C^{1}(L)$ by defining $m \alpha=\operatorname{det}(\beta)^{-1} m$. Then $h \alpha=e+s f+c_{1} m$ with $c_{1} \in \mathfrak{r}$. Now represent the elements of $U^{\varphi}(V)$ by matrices with respect to $\{e, m, f\}$. Then (3.5) holds with the subgroup $P$ of $U^{\varphi}$ consisting of the upper triangular matrices. Observe that $P$ contains every matrix of the form

$$
\left[\begin{array}{ccc}
1 & -x & y  \tag{3.10}\\
0 & 1 & \pi x^{\rho} \\
0 & 0 & 1
\end{array}\right]
$$

with $x, y \in K$ such that $y+y^{\rho}=-\pi x x^{\rho}$. Since $\operatorname{Tr}_{K / F}(\mathfrak{r})=\mathfrak{g}$, for any $x \in \mathfrak{r}$ we can take such a $y$ from $\mathfrak{r}$. Let $\gamma$ be the matrix of (3.10) with $x=c_{1}$ and $y \in \mathfrak{r}$. Then $\gamma \in C^{1}(L)$ and $h \alpha \gamma=e+z f$ with $z \in \mathfrak{r}$ such that $z+z^{\rho}=q$. Take $z_{1} \in \mathfrak{r}$ so that $z_{1}+z_{1}^{\rho}=q$. Denote by $\varepsilon$ the matrix of (3.10) with $x=0$ and $y=z_{1}-z$. Then $\varepsilon \in C^{1}(L)$ and $(e+z f) \varepsilon=e+z_{1} f$. This gives the desired result when $q \in \mathfrak{g}$.
(2) Next we consider the case $c \notin \mathfrak{r}$; put $d=\pi c$. Then $d \in \mathfrak{r}^{\times}$and $q=$ $a b^{\rho}+a^{\rho} b+\pi^{-1} d d^{\rho}$. Thus $\pi q \in \mathfrak{g}^{\times}$, and so we can find an element $d_{0} \in \mathfrak{r}^{\times}$ such that $d_{0} d_{0}^{\rho}=\pi q$. Put $k=\pi^{-1} d_{0} m$. Then $k \in L[q, \mathfrak{r}]$. By (1.5), we have $h=k \alpha$ with $\alpha \in S U^{\varphi}$, and by (3.5) we can put $\alpha=\beta \gamma$ with $\beta \in P^{1}$ and $\gamma \in C^{1}$. Replacing $\beta$ by $\beta \xi$ with a suitable diagonal matrix $\xi$ belonging to $C^{1}$, we may assume that the center entry of $\beta$ is 1 . (Here we need Lemma 1.9 (i).) Let $\left[\begin{array}{lll}0 & 1 & j\end{array}\right]$ be the second row of $\beta$. Then $\left[\begin{array}{lll}0 & \pi^{-1} d_{0} & \pi^{-1} d_{0} j\end{array}\right]=k \beta=$ $h \gamma^{-1} \in L[q, \mathfrak{r}]$, and so $\pi^{-1} d_{0} j \in \mathfrak{r}$. Put $x=\pi^{-1} j^{\rho}$; then $x \in \mathfrak{r}$. Let $\varepsilon$ be the matrix of (3.10) with this $x$ and $y$ such that $y+y^{\rho}=-\pi x x^{\rho}$. Then $\varepsilon \in C^{1}$ and $k \varepsilon=k \beta=h \gamma^{-1}$, which gives the desired fact.
It only remains to discuss $L\left[q, \mathfrak{d}^{-1}\right] / C^{1}$ when $\mathfrak{d} \neq \mathfrak{r}$ and $q \mathfrak{r}=\mathfrak{d}^{-2}$. (In (c3) we treated $L\left[q, \mathfrak{d}^{-1}\right] / C$.) The problem is settled by (ii) of the following Lemma.

Lemma 3.13. If $K$ is a field ramified over $F$, then the following assertions hold:
(i) Let $W=(K h)^{\perp}$ with $h \in L[q, \mathfrak{b}]$ and let $E_{1}=\operatorname{det}\left(C \cap U^{\varphi}(W)\right)$, where we view $U^{\varphi}(W)$ as the subgroup of $U^{\varphi}(V)$ consisting of the elements $\xi$ such that $h \xi=h$. Then $\#\left\{L[q, \mathfrak{b}] / C^{1}\right\}=\left[E_{L}: E_{1}\right]<\infty$, where $E_{L}$ is as in Lemma 1.9.
(ii) If $1<n-1 \in 2 \mathbf{Z}$ and $q \mathfrak{r}=\mathfrak{d}^{-2}$, then $\#\left\{L\left[q, \mathfrak{d}^{-1}\right] / C^{1}\right\}=2$ or 0 according as $q$ represents $d_{0}(\varphi)$ or not.

Proof. Clearly $C \cap U^{\varphi}(W)$ is an open subgroup of $U^{\varphi}(W)$. Now det : $U^{\varphi}(W)$ $\rightarrow E$ is a continuous surjective map, and so it is an open map by virtue of a well
know principle; see [S3, Lemma 8.0]. Thus $E_{1}$ is an open subgroup of $E$, and so $\left[E: E_{1}\right]<\infty$, as $E$ is compact. Therefore $\left[E_{L}: E_{1}\right]<\infty$. Next, take a finite subset $B \subset C$ so that $\{\operatorname{det}(\beta)\}_{\beta \in B}$ gives $E_{L} / E_{1}$. Let $k \in L[q, \mathfrak{b}]$. By Theorem 3.2 (i), $k=h \alpha$ with $\alpha \in C$. Then $\operatorname{det}\left(\alpha \beta^{-1}\right) \in E_{1}$ for some $\beta \in B$, so that $\operatorname{det}\left(\alpha \beta^{-1}\right)=\operatorname{det}(\gamma)$ with $\gamma \in C \cap U^{\varphi}(W)$. Put $\xi=\alpha^{-1} \gamma \beta$. Then $\xi \in C^{1}$ and $h \beta=h \gamma \beta=k \xi$, that is, $k \in h \beta C^{1}$. Thus $L[q, \mathfrak{b}]=\bigcup_{\beta \in B} h \beta C^{1}$. We easily see that the last union is disjoint, and so we obtain (i). To prove (ii), let the notation be as in (3.3) and (3.4); let $M=\mathfrak{r} m, \varphi[m]=\zeta \in \mathfrak{g}^{\times}$, and $\mathfrak{d}=\mathfrak{q}^{\kappa}$ as in (c2) above. Then $\zeta$ represents $d_{0}(\varphi)$. Suppose $q \mathfrak{r}=\mathfrak{d}^{-2}$ and $h \in L\left[q, \mathfrak{d}^{-1}\right]$; put $h=\sum_{i=1}^{r}\left(y_{i} e_{i}+z_{i} g_{i}\right)+s m$ with $y_{i}, z_{i}, s \in K$. Then $y_{i}, z_{i} \in \mathfrak{r}$, and $q-\zeta s s^{\rho} \in \mathfrak{g}$, so that $s \mathfrak{r}=\mathfrak{d}^{-1}$ and $\left(\zeta s s^{\rho}\right)^{-1} q \in 1+\mathfrak{p}^{\kappa} \in N_{K / F}\left(\mathfrak{r}^{\times}\right)$; thus $q$ represents $d_{0}(\varphi)$. This shows that $L\left[q, \mathfrak{d}^{-1}\right] \neq \emptyset$ only for such a $q$. Taking such a $q$, we can put $q=\zeta x x^{\rho}$ with $x \in K^{\times}$. Let $k=x m$ and $W=(K k)^{\perp}$. Then $k \in L\left[q, \mathfrak{d}^{-1}\right], W=\sum_{i=1}^{r}\left(K e_{i}+K g_{i}\right)$, and $C \cap U^{\varphi}(W)=C(\Lambda)$ with $\Lambda=\sum_{i=1}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{r} g_{i}\right)$; thus $E_{1}=E_{\Lambda}$. By Lemma 1.9, $E_{L}=E, E_{\Lambda}=E_{0}$, and $\left[E: E_{0}\right]=2$, which together with (i) shows that $\#\left\{L\left[q, \mathfrak{d}^{-1}\right] / C^{1}\right\}=2$. This completes the proof.

Lemma 3.14. Let $W=(K h)^{\perp}$ with $h \in L[q, \mathfrak{b}]$ and let $\Lambda=L \cap W$. Suppose that $0<n-1 \in 2 \mathbf{Z}$. Then there is a unique maximal lattice in $W$ containing $\Lambda$ at least in the following two cases: (1) $\left.q(\mathfrak{b b})^{\rho}\right)^{-1}=\mathfrak{r}$; (2) $\left.q(\mathfrak{b b})^{\rho}\right)^{-1}=\mathfrak{p r}$ and $\left\{K, q d_{0}(\varphi)\right\}$ is a division algebra. Moreover, $\Lambda$ is maximal and $C(\Lambda)=C(L) \cap$ $U^{\varphi}(W)$ in Case (1); $\Lambda$ is maximal and $\left[C(\Lambda): C(L) \cap U^{\varphi}(W)\right]=N(\mathfrak{p})+1$ in Case (2) if $K$ is unramified over $F$ and $d_{0}(\varphi)=N_{K / F}\left(K^{\times}\right)$. These assertions are true with $C^{1}$ instead of $C$.

Proof. Changing $h$ for $c h$ with some $c \in K^{\times}$, we may assume that $\mathfrak{b}=\mathfrak{r}$. This does not change the ideal $q\left(\mathfrak{b b}^{\rho}\right)^{-1}$ nor $\left\{K, q d_{0}(\varphi)\right\}$. Thus $q \in \mathfrak{g}^{\times}$in Case (1) and $q \mathfrak{g}=\mathfrak{p}$ in Case (2). Suppose $q \in \mathfrak{g}^{\times}$. Then $L=\mathfrak{r} h \oplus \Lambda$ as shown in the proof of Lemma 3.4, and $\Lambda$ is maximal as noted there; clearly $C(\Lambda)=C(L) \cap U^{\varphi}(W)$ and $C^{1}(\Lambda)=C^{1}(L) \cap U^{\varphi}(W)$. Next suppose $q \mathfrak{g}=\mathfrak{p}$ and $\left\{K, q d_{0}(\varphi)\right\}$ is a division algebra. Let $u, \delta$, and $\left\{e_{i}, g_{i}\right\}$ be as in $\S 3.8$. Since $n \notin 2 \mathbf{Z}$, we have $L=\mathfrak{r} m+\sum_{i=1}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{r} g_{i}\right)$ with an element $m$ such that $\varphi[m]=\zeta$. Theorem 3.2 (i) allows us to replace $h$ by any element in $L[q, \mathfrak{r}]$. Thus we can put $h=e_{1}+q u g_{1}$. Put now $k=e_{1}+q u^{\rho} g_{1}, Y=$ $K k+K m$, and $N=\mathfrak{r} k+\mathfrak{r} m$. Then $\varphi[k]=-q, W=Y \oplus \sum_{i=2}^{r}\left(K e_{i}+K g_{i}\right)$, $\Lambda=N+\sum_{i=2}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{r} g_{i}\right)$, and $d_{0}(Y)=q d_{0}(\varphi)$. Since $\left\{K, q d_{0}(\varphi)\right\}$ is a division algebra, $(Y, \varphi)$ is anisotropic, and so has a unique maximal lattice $M$ as noted in $\S 3.7$. Put $\Lambda^{\prime}=M+\sum_{i=2}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{r} g_{i}\right)$. Then clearly $\Lambda^{\prime}$ is the unique maximal lattice in $W$ containing $\Lambda$.

To prove the remaining part, we assume that $q \mathfrak{g}=\mathfrak{p}, \mathfrak{d}=\mathfrak{r}$, and $d_{0}(\varphi)=$ $N_{K / F}\left(K^{\times}\right)$. Since $N \subset M$ and $[\widehat{M}: M]=N(\mathfrak{p})^{2}=[\widehat{N}: N]$, we obtain $M=N$, and so $\Lambda$ is maximal. We easily see that $C(L) \cap U^{\varphi}(W) \subset C(\Lambda)$. Let $\gamma \in C(\Lambda)$.

Then $L \gamma$ is a maximal lattice in $V$ containing $\Lambda$, so that $\sum_{i=2}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{r} g_{i}\right) \subset L \gamma$. By [S2, Lemma 4.9 (i)] we have $L \gamma=J+\sum_{i=2}^{r}\left(\mathfrak{r} e_{i}+\mathfrak{r} g_{i}\right)$ with a maximal lattice $J$ in $K m+K e_{1}+K g_{1}$. Since $m \in J$, from (1.9) we see that $\varphi(m, J)=\mathfrak{r}$, and so $J=\mathfrak{r} m+H$ with a maximal lattice $H$ in $K e_{1}+K g_{1}$ as shown in the proof of Lemma 3.4. Now $h=h \gamma \in L \gamma$ and $k \in \Lambda=\Lambda \gamma$; thus $h, k \in J$. Put $H_{0}=\mathfrak{r} e_{1}+\mathfrak{r} g_{1}$. By Lemma 1.10 (ii), $H=H_{0} \alpha$ with $\alpha \in S U^{\varphi}\left(K e_{1}+K g_{1}\right)$. By (3.5) we can take $\alpha$ in the form (3.6). Identify $G L\left(K e_{1}+K g_{1}\right)$ with $G L_{2}(K)$ with respect to the basis $\left\{e_{1}, g_{1}\right\}$. Replacing $\alpha$ by an element of $C\left(H_{0}\right) \alpha$, we can put $\alpha=\left[\begin{array}{cc}a^{-1} & b \\ 0 & a\end{array}\right]$ with $a \in F^{\times}$and $b \in F$. Put $z=a^{-1} e_{1}+b g_{1}$ and $w=a g_{1}$; then $H=\mathfrak{r} z+\mathfrak{r} w$. Since $\delta e_{1}=u k-u^{\rho} h \in H$ and $q \delta g_{1}=h-k \in H$, we see that $\mathfrak{p} \subset a \mathfrak{g} \subset \mathfrak{g}$, and so we may assume that $a=1$ or $a=q$. Now $\varphi\left(z, e_{1}\right) \in \mathfrak{r}$, and so $b \in \mathfrak{g}$. Thus if $a=1$, then $H=H_{0}$. Suppose $a=q$; put $\alpha_{b}=\left[\begin{array}{cc}a^{-1} & b \\ 0 & a\end{array}\right]$. Then $H_{0} \alpha_{b}=H_{0} \alpha_{b^{\prime}}$ if and only if $b-b^{\prime} \in \mathfrak{p}$. Thus there exist exactly $N(\mathfrak{p})+1$ maximal lattices in $K e_{1}+K g_{1}$ containing $h$ and $k$, and so there exist at most $N(\mathfrak{p})+1$ lattices of the form $L \gamma$ with $\gamma \in C(\Lambda)$. This shows that

$$
\begin{equation*}
\left[C(\Lambda): C(L) \cap U^{\varphi}(W)\right] \leq N(\mathfrak{p})+1 \tag{3.11}
\end{equation*}
$$

To show that this is actually an equality, define the symbols $\ell, j, \omega$, and $\mathfrak{O}$ as in Lemma 1.3, (1.6), and $\S 3.7$, with $Y$ as the space $V$ there. In the proof of Lemma 1.3 take $\varphi_{0}=\operatorname{diag}[\zeta,-q]$ and $s=\zeta^{-1} q$. Then the identification of $V$ with $K_{2}^{1}$ in the proof of Lemma 1.3 (which is unrelated to the above identification of $G L\left(K e_{1}+K g_{1}\right)$ with $\left.K_{2}^{2}\right)$ identifies $m$ with $(1,0)$ and $k$ with $(0,1)$, so that $m$ here equals $\ell$ of Lemma 1.3; also, $M=\ell j(\mathfrak{D})=m j(\mathfrak{D})$. Let $\beta$ be an element of $\mathfrak{O}$ such that $\beta \beta^{\iota}=1$; define $\xi \in S U^{\varphi}(V)$ by $\xi=j(\beta)$ on $Y$ and $x \xi=x$ for every $x \in K h+\sum_{i=2}^{r}\left(K e_{i}+K g_{i}\right)$. Then $\xi \in C^{1}(\Lambda)$. Put $\beta=c+d \omega$ with $c, d \in \mathfrak{r}$. Then $\ell \xi=c \ell+d k$ and $k \xi=s d^{\rho} \ell+c^{\rho} k$. Since $\delta e_{1}=u k-u^{\rho} h$ and $q \delta g_{1}=h-k$, we have $q \delta g_{1} \xi=\left(1-c^{\rho}\right) e_{1}-s d^{\rho} \ell+q\left(u-c^{\rho} u^{\rho}\right) g_{1}$. Thus $\xi \in C^{1}(L)$ if and only if $c-1 \in \mathfrak{p r}$, which is so if and only if $\beta-1 \in \mathfrak{P}$. Since $\beta \beta^{\iota}=1$, this shows that there exist at least $N(\mathfrak{p})+1$ different $L \gamma$ with $\gamma \in C^{1}(\Lambda)$, and so

$$
N(\mathfrak{p})+1 \leq\left[C^{1}(\Lambda): C^{1}(L) \cap U^{\varphi}(W)\right]
$$

This combined with (3.11) proves that

$$
\left[C^{1}(\Lambda): C^{1}(L) \cap U^{\varphi}(W)\right]=\left[C(\Lambda): C(L) \cap U^{\varphi}(W)\right]=N(\mathfrak{p})+1
$$

which completes the proof.
We insert here the classification of the structures $(V, s \varphi)$ with $s \in F^{\times}$. If $K=F \times F$, the matter is settled in $\S 1.8$.

Proposition 3.15. (i) If $F$ is a local field and $\operatorname{dim}(V)$ is even, then $(V, \varphi)$ is isomorphic to $(V, s \varphi)$ for every $s \in F^{\times}$.
(ii) Suppose $F$ is an arbitrary field and $\operatorname{dim}(V)$ is odd; let $s \in F^{\times}$; then $(V, \varphi)$ is isomorphic to $(V, s \varphi)$ if and only if $s \in N_{K / F}\left(K^{\times}\right)$.

Proof. The first assertion is included in Lemma 1.6. The second assertion can be proved easily in the same manner as for [S3, Theorem 7.13] in the even-dimensional case.

## 4. Hermitian Diophantine equations over a global field

4.1. Throughout this section we assume that $F$ is an algebraic number field and $K$ is a quadratic extension of $F$; we fix a hermitian space $(V, \varphi)$ and use the notation of $\S 2.1$. For an $\mathfrak{r}$-lattice $L$ in $V$ we put

$$
\begin{equation*}
\Gamma(L)=\left\{\alpha \in U^{\varphi}(V) \mid L \alpha=L\right\}, \quad \Gamma^{1}(L)=\Gamma(L) \cap S U^{\varphi}(V) \tag{4.1}
\end{equation*}
$$

Given $h \in V$ such that $\varphi[h] \neq 0$, put $W=(K h)^{\perp}$. We view $U^{\varphi}(W)$ as a subgroup of $U^{\varphi}(V)$, and $S U^{\varphi}(W)$ as a subgroup of $S U^{\varphi}(V)$ as explained in §1.1. For $\sigma \in U^{\varphi}(V)_{\mathbf{A}}$, the symbol $h \sigma$ is meaningful as an element of $V_{\mathbf{A}}$.

Theorem 4.2. If $\operatorname{dim}(V)>1$, then $\#\left\{\Lambda[q] / \Gamma^{1}(\Lambda)\right\}<\infty$ for every $q \in F^{\times}$ and every $\mathfrak{r}$-lattice $\Lambda$ in $V$.

Proof. Assuming $\operatorname{dim}(V)>1$ and $\Lambda[q] \neq \emptyset$, take $h \in \Lambda[q]$ and define $W$ as above; put $G=S U^{\varphi}(V), H=S U^{\varphi}(W), D=\left\{x \in G_{\mathbf{A}} \mid \Lambda x=\Lambda\right\}$, and $D_{v}=$ $G_{v} \cap D$ for $v \in \mathbf{h}$. Then $\Gamma^{1}(\Lambda)=G \cap D$ and $D_{v}=C^{1}\left(\Lambda_{v}\right)$. By Theorem 3.3 and (1.5) we have $\Lambda_{v}[q]=\bigcup_{\alpha \in X_{v}} h \alpha D_{v}$ with a finite subset $X_{v}$ of $G_{v}$. By Theorem 3.2 (iii) and (iv) we can take $X_{v}=\{1\}$ if $\Lambda_{v}$ is maximal, $v$ is not ramified in $K$, and $q \in \mathfrak{g}_{v}^{\times}$. Thus $X_{v}=\{1\}$ for almost all $v \in \mathbf{h}$. Put $X=\prod_{v \in \mathbf{h}} X_{v}$. This is a finite subset of $G_{\mathbf{h}}$. For each $\xi \in X$ we can find a finite subset $E_{\xi}$ of $H_{\mathbf{h}}$ such that $H_{\mathbf{A}}=\bigcup_{\varepsilon \in E_{\xi}} H \varepsilon\left(H_{\mathbf{A}} \cap \xi D \xi^{-1}\right)$. Then $H_{\mathbf{A}} \xi D=\bigcup_{\varepsilon \in E_{\xi}} H \varepsilon \xi D$. For each $(\varepsilon, \xi)$ such that $G \cap \varepsilon \xi D \neq \emptyset$ pick $\beta_{\varepsilon, \xi} \in G \cap \varepsilon \xi D$. Now let $k \in \Lambda[q]$. Then $k=h \xi \zeta$ for some $\xi \in X$ and $\zeta \in D$. On the other hand $k=h \alpha$ with $\alpha \in G$ by (1.5). Then $\alpha \zeta^{-1} \xi^{-1} \in H_{\mathbf{A}}$, so that $\alpha \in H_{\mathbf{A}} \xi D$. Thus $\alpha \in H \varepsilon \xi D$ for some $\varepsilon \in E_{\xi}$. Then $\alpha \in H \beta_{\varepsilon, \xi} D \cap G=H \beta_{\varepsilon, \xi} \Gamma^{1}(\Lambda)$, and hence $k=h \alpha \in h b_{\varepsilon, \xi} \Gamma^{1}(\Lambda)$. Since the $b_{\varepsilon, \xi}$ form a finite set, we obtain our theorem.
4.3. We now fix a maximal lattice $L$ in $V$, and put

$$
\begin{equation*}
C=\left\{\gamma \in U^{\varphi}(V)_{\mathbf{A}} \mid L \gamma=L\right\}, \quad C^{1}=C \cap S U^{\varphi}(V)_{\mathbf{A}} . \tag{4.2}
\end{equation*}
$$

We are going to state our main theorem with respect to a pair $(G, H)$ belonging to the following two types of objects:

Type U: $G=U^{\varphi}(V)$ and $H=U^{\varphi}(W)$;
Type SU: $G=S U^{\varphi}(V)$ and $H=S U^{\varphi}(W)$.

Here $W=(K h)^{\perp}$ with a fixed $h \in V$. For a subset $S$ of $U^{\varphi}(V)_{\mathbf{A}}$ the symbol $h S$ is meaningful as a subset of $V_{\mathbf{A}}$. Therefore $V \cap h S$ is a well-defined subset of $V$.

Theorem 4.4. Suppose $\operatorname{dim}(V)>1$. For a fixed $h \in V$ such that $\varphi[h] \neq 0$ put $W=(K h)^{\perp}$, and take $(G, H)$ of Type $U$ or $S U$ as above. Let $D=D_{0} G_{\mathbf{a}}$ with an open compact subgroup $D_{0}$ of $G_{\mathbf{h}}$. Then the following assertions hold.
(i) For $y \in G_{\mathbf{A}}$ we have $H_{\mathbf{A}} \cap G y D \neq \emptyset$ if and only if $V \cap h D y^{-1} \neq \emptyset$.
(ii) Fixing $y \in G_{\mathbf{A}}$, for every $\varepsilon \in H_{\mathbf{A}} \cap G y D$ take $\alpha \in G$ so that $\varepsilon \in \alpha y D$. Then the map $\varepsilon \mapsto h \alpha$ gives a bijection of $H \backslash\left(H_{\mathbf{A}} \cap G y D\right) /\left(H_{\mathbf{A}} \cap D\right)$ onto $\left(V \cap h D y^{-1}\right) / \Delta_{y}$, where $\Delta_{y}=G \cap y D y^{-1}$.
(iii) Take $\left\{y_{i}\right\}_{i \in I} \subset G_{\mathbf{A}}$ so that $G_{\mathbf{A}}=\bigsqcup_{i \in I} G y_{i} D$, and put $\Gamma_{i}=G \cap y_{i} D y_{i}^{-1}$. Then

$$
\begin{equation*}
\#\left\{H \backslash H_{\mathbf{A}} /\left(H_{\mathbf{A}} \cap D\right)\right\}=\sum_{i \in I} \#\left\{\left(V \cap h D y_{i}^{-1}\right) / \Gamma_{i}\right\} \tag{4.3}
\end{equation*}
$$

(iv) Let $q=\varphi[h]$ and $\mathfrak{b}=\varphi(h, L)$. Then for every $y \in U^{\varphi}(V)_{\mathbf{A}}$, we have

$$
\begin{equation*}
V \cap h C y^{-1}=\left(L y^{-1}\right)[q, \mathfrak{b}] . \tag{4.4}
\end{equation*}
$$

(v) Suppose moreover that $\operatorname{dim}(V)>2$ and the following condition is satisfied:
(4.5) If $n$ is odd, then $q_{v} \mathfrak{r}_{v} \neq \mathfrak{b}_{v} \mathfrak{b}_{v}^{\rho}$ for every $v \in \mathbf{h}$ ramified in $K$.

Then for every $y \in S U^{\varphi}(V)_{\mathbf{A}}$ we have

$$
\begin{equation*}
V \cap h C^{1} y^{-1}=\left(L y^{-1}\right)[q, \mathfrak{b}] \tag{4.6}
\end{equation*}
$$

Proof. Let $y, \varepsilon$, and $\alpha$ be as in (ii); then clearly $h \alpha \in V \cap h D y^{-1}$. If $\eta \varepsilon \zeta \in \beta y D$ with $\eta \in H, \zeta \in H_{\mathbf{A}} \cap D$, and $\beta \in G$, then $\beta^{-1} \eta \alpha \in G \cap y D y^{-1}=$ $\Delta_{y}$, and hence $h \alpha=h \eta \alpha \in h \beta \Delta_{y}$. Thus our map is well defined. Next let $k \in V \cap h D y^{-1}$. Then $k=h \delta y^{-1}$ with $\delta \in D$, and moreover, by (1.5), $k=h \xi$ with $\xi \in G$. Then $h=h \xi y \delta^{-1}$, so that $\xi y \delta^{-1} \in H_{\mathbf{A}}$. Thus $\xi y \delta^{-1} \in H_{\mathbf{A}} \cap G y D$. This shows that $k$ is the image of an element of $H_{\mathbf{A}} \cap G y D$. To prove that the map is injective, suppose $\varepsilon \in \alpha y D \cap H_{\mathbf{A}}$ and $\delta \in \beta y D \cap H_{\mathbf{A}}$ with $\alpha, \beta \in G$, and $h \alpha=h \beta \sigma$ with $\sigma \in \Delta_{y}$. Put $\omega=\beta \sigma \alpha^{-1}$. Then $h \omega=h$, so that $\omega \in H$. Since $\sigma \in y D y^{-1}$, we have $\beta y D=\beta \sigma y D=\omega \alpha y D$, and hence $\delta \in \beta y D \cap H_{\mathbf{A}}=$ $\omega \alpha y D \cap H_{\mathbf{A}}=\omega\left(\alpha y D \cap H_{\mathbf{A}}\right)=\omega\left(\varepsilon D \cap H_{\mathbf{A}}\right)=\omega \varepsilon\left(D \cap H_{\mathbf{A}}\right) \subset H \varepsilon\left(D \cap H_{\mathbf{A}}\right)$. This proves the injectivity, and completes the proof of (ii). At the same time we obtain (i).

Since $H_{\mathbf{A}}=\bigsqcup_{i \in I}\left(H_{\mathbf{A}} \cap G y_{i} D\right)$, we can derive (iii) immediately from (ii).
As for (v), clearly $V \cap h C^{1} \subset L[q, \mathfrak{b}]$. Conversely, if $x \in L[q, \mathfrak{b}]$, then $x \in h C^{1}$ by Theorem 3.2 (iii). Thus

$$
\begin{equation*}
V \cap h C^{1}=L[q, \mathfrak{b}] . \tag{4.7}
\end{equation*}
$$

If $k \in V \cap h C^{1} y^{-1}$, then $h C^{1} y^{-1}=k y C^{1} y^{-1}$. Now $\varphi\left(k, L y^{-1}\right)=\varphi(h, L)=\mathfrak{b}$. Taking $k, y C^{1} y^{-1}$, and $L y^{-1}$ in place of $h, C^{1}$, and $L$ in (4.7), we obtain $V \cap$ $k y C^{1} y^{-1}=\left(L y^{-1}\right)[q, \mathfrak{b}]$. This proves (4.6) when $V \cap h C^{1} y^{-1} \neq \emptyset$. To prove the remaining case, suppose $\ell \in\left(L y^{-1}\right)[q, \mathfrak{b}]$; then $\varphi\left(\ell_{v} y_{v}, L_{v}\right)=\mathfrak{b}_{v}=\varphi(h, L)_{v}$ for every $v \in \mathbf{h}$, and so, by Theorem 3.2 (iii), $\ell y \in h C^{1}$. Taking $\ell, y C^{1} y^{-1}$, and $L y^{-1}$ in place of $h, C^{1}$, and $L$ in (4.7), we obtain $\emptyset \neq\left(L y^{-1}\right)[q, \mathfrak{b}]=V \cap$ $\ell y C^{1} y^{-1}=V \cap h C^{1} y^{-1}$. This shows that $\left(L y^{-1}\right)[q, \mathfrak{b}]=\emptyset$ if $V \cap h C^{1} y^{-1}=\emptyset$, and hence (4.6) holds for every $y \in G_{\mathbf{A}}$. This proves (v). Assertion (iv) can be proved in the same way.

In view of (i) we can restrict the indices $i$ on the right-hand side of (4.3) to those for which $H_{\mathbf{A}} \cap G y_{i} D \neq \emptyset$. If $I^{\prime}$ denotes the set of all such $i$ 's, then $H_{\mathbf{A}}=\bigsqcup_{j \in I^{\prime}}\left(H_{\mathbf{A}} \cap G y_{j} D\right)$.

Combining (4.3) and (4.4), we obtain, for $(G, H)$ of type U , an equality

$$
\begin{equation*}
\#\left\{H \backslash H_{\mathbf{A}} /\left(H_{\mathbf{A}} \cap C\right)\right\}=\sum_{i \in I} \#\left\{\left(L y_{i}^{-1}\right)[q, \mathfrak{b}] / \Gamma_{i}\right\} \tag{4.8}
\end{equation*}
$$

where $\left\{y_{i}\right\}$ is such that $G_{\mathbf{A}}=\bigsqcup_{i \in I} G y_{i} C$ and $\Gamma_{i}=G \cap y_{i} C y_{i}^{-1}$. We can state a similar formula for $(G, H)$ of type SU when $n>2$ and (4.5) is satisfied. Formula (4.8) connects the class number of $H$ with respect to $H_{\mathbf{A}} \cap C$ to the solutions $h$ of the equation $\varphi[h]=q$ under the condition $\varphi\left(h, L y_{i}^{-1}\right)=\mathfrak{b}$.

## 5. Nonscalar hermitian Diophantine equations

5.1. So far we discussed the equation $\varphi[h]=q$ with a scalar $q$. We can formulate a similar problem with nonscalar $q$, which can be stated in terms of matrices as follows. We take $F$ to be local or global. Given $q^{*}=q \in G L_{m}(K)$ and $\varphi^{*}=\varphi \in G L_{n}(K)$, we consider the solutions $h \in K_{n}^{m}$ of the equation $h \varphi h^{*}=q$. Here and throughout this section we assume $n>m>0$. More intrinsically, take $(V, \varphi)$ as before and take also $(X, q)$ with a nondegenerate hermitian form $q$ on a free $K$-module $X$ of dimension $m$. We consider $h \in$ $\operatorname{Hom}(X, V)$ such that $\varphi[x h]=q[x]$ for every $x \in X$. Since $q$ is nondegenerate, $h$ must be injective. To simplify our notation, for every $k \in \operatorname{Hom}(X, V)$ we denote by $\varphi[k]$ the hermitian form on $X$ defined by $\varphi[k][x]=\varphi[x k]$ for every $x \in X$. Then our problem concerns the solutions $h \in \operatorname{Hom}(X, V)$ of the equation $\varphi[h]=q$ for a fixed $q$. If $m=1$ and $X=K$, then $q \in F^{\times}$, and an element $h$ of $V$ defines an element of $\operatorname{Hom}(K, V)$ that sends $c$ to $c h$ for $c \in K$, and every element of $\operatorname{Hom}(K, V)$ is of this type. Thus the problem about $\varphi[h]=q$ with $q \in F^{\times}$is the one-dimensional special case. Let $h$ be an element of $\operatorname{Hom}(X, V)$ such that $\operatorname{rank}(\varphi[h])=m$. Then

$$
\begin{equation*}
\{x \in \operatorname{Hom}(X, V) \mid \varphi[x]=\varphi[h]\}=h \cdot S U^{\varphi} . \tag{5.1}
\end{equation*}
$$

This is similar to (1.5), and follows easily from the Witt theorem in the unitary case. Though we take $V$ to be coordinate-free, it is practical to take $X$ to be
$K_{m}^{1}$, and so take $q$ to be a hermitian element of $G L_{m}(K)$, and $q[x]=x q x^{*}$ for $x \in K_{m}^{1}$. For $h \in \operatorname{Hom}(X, V)$ and $1 \leq i \leq m$ we define "the $i$-th row" of $h$ to be the element $h_{i}$ of $V$ determined by $a h=\sum_{i=1}^{m} a_{i} h_{i}$ for $a=\left(a_{i}\right)_{i=1}^{m} \in$ $K_{m}^{1}=X$.

We first prove a local finiteness result that generalizes Theorem 3.3.
Theorem 5.2. Suppose $F$ is a local field; let $\Lambda$ be an $\mathfrak{r}$-lattice in $\operatorname{Hom}(X, V)$ and let $D=\left\{\gamma \in S U^{\varphi}(V) \mid \Lambda \gamma=\Lambda\right\}$. Then, given $h \in \operatorname{Hom}(X, V) \cap \Lambda$ such that $\varphi[h]$ is nondegenerate, there exists a finite subset $A$ of $S U^{\varphi}(V)$ such that

$$
\begin{equation*}
\{x \in \Lambda \mid \varphi[x]=\varphi[h]\}=\bigsqcup_{\alpha \in A} h \alpha D \tag{5.2}
\end{equation*}
$$

Moreover, suppose $K=F \times F$ or $K$ is a field unramified over $F$; suppose also that $\varphi[h] \in G L_{m}(\mathfrak{r})$ and $\Lambda=\left\{\lambda \in \operatorname{Hom}(X, V) \mid \mathfrak{r}_{m}^{1} \lambda \subset L\right\}$ with a maximal lattice $L$ in $V$. Then we can take $A=\{1\}$.

Proof. The first part is Theorem 3.3 if $m=1$, and so we assume $m>1$ and prove (5.2) by induction on $m$. Put $q=\varphi[h]$. Changing $(h, q, \Lambda)$ for $\left(c h, c q c^{*}, c \Lambda\right)$ with a suitable $c \in G L_{m}(K)$, we may assume that $q=\operatorname{diag}[a, \eta]$ with $a \in F^{\times}$and $\eta^{*}=\eta \in G L_{m-1}(K)$. Also we may assume that $\Lambda=$ $\{\kappa \in \operatorname{Hom}(X, V) \mid M \kappa \subset L\}$ with $M=\mathfrak{r}_{m}^{1}$ and an $\mathfrak{r}$-lattice $L$ in $V$. Then $D=\left\{\alpha \in S U^{\varphi}(V) \mid L \alpha=L\right\}$. If $x \in \Lambda$ and $\varphi[x]=q$, then $x_{1}, h_{1} \in L$ and $\varphi\left[x_{1}\right]=\varphi\left[h_{1}\right]=a$, and hence by Theorem 3.3 there exists a finite subset $B$ of $L$ such that such an $x_{1}$ belongs to $\bigcup_{b \in B} b D$ and $\varphi[b]=a$ for every $b \in B$. Suppose $x_{1}=b \gamma$ with $b \in B$ and $\gamma \in D$. Put $W_{b}=(K b)^{\perp}, y=x \gamma^{-1}$ and $z=\left[y_{i}\right]_{i=2}^{m}$. Then $y_{1}=b$ and $\varphi[y]=\varphi[h]$, so that $\varphi[z]=\eta$, and $y_{i} \in W_{b}$ for $i>1$. We can view $z$ as an element of $\operatorname{Hom}\left(K_{m-1}^{1}, W_{b}\right)$. Then $\mathfrak{r}_{m-1}^{1} z \subset L \cap W_{b}$. Put $E=\left\{\varepsilon \in S U^{\varphi}\left(W_{b}\right) \mid\left(L \cap W_{b}\right) \varepsilon=L \cap W_{b}\right\}$. By induction there exists a finite subset $U_{b}$ of $\operatorname{Hom}\left(K_{m-1}^{1}, W_{b}\right)$ such that

$$
\left\{z \in \operatorname{Hom}\left(K_{m-1}^{1}, W_{b}\right) \mid \mathfrak{r}_{m-1}^{1} z \subset L \cap W_{b}, \varphi[z]=\eta\right\}=\bigsqcup_{u \in U_{b}} u E
$$

We can find a finite subset $S$ of $E$ such that $E=\bigsqcup_{\sigma \in S} \sigma(D \cap E)$. Then $y=$ $\left[\begin{array}{l}b \\ z\end{array}\right]=\left[\begin{array}{c}b \\ u \sigma \tau\end{array}\right]$ with $u \in U_{b}, \sigma \in S$, and $\tau \in D \cap E$. Thus $x=\left[\begin{array}{c}b \\ u \sigma\end{array}\right] \tau \gamma$, and $\tau \gamma \in D$. This shows that $x \in \bigsqcup_{k \in P} k D$ with a finite subset $P$ of the left-hand side of (5.2), as the elements $(b, u, \sigma)$ form a finite set. By (5.1), for each $k \in P$ there exists an element $\alpha$ of $S U^{\varphi}(V)$ such that $k=h \alpha$. This proves the first assertion.
Next suppose that the conditions on $K, q, \Lambda$, and $\varphi$ as in the second assertion are satisfied. Take an $\mathfrak{r}$-basis of $L$ and identify $V, L$, and $\varphi$ with $K_{n}^{1}, \mathfrak{r}_{n}^{1}$, and a hermitian matrix with respect to that basis. Given $\ell \in L=\mathfrak{r}_{n}^{1}$, put $z=q^{-1} h \varphi \ell^{*}$ and $y=\ell-z^{*} h$. Since $\varphi \prec \mathfrak{r}$ and $q \in G L_{m}(\mathfrak{r})$, we see that $y \in L$, and for every $w \in X$ we have $w h \varphi y^{*}=0$, so that $y \in(X h)^{\perp}$. Put $M=\mathfrak{r}_{m}^{1}$ and $Y=(X h)^{\perp}$. Then $V=X h \oplus Y$ and $L=M h \oplus(L \cap Y)$. Suppose $\varphi[k]=q$ with $k \in \Lambda$. Then similarly $L=M k \oplus(L \cap Z)$ with $Z=(X k)^{\perp}$. Since $L$
is maximal, $M h$ resp. $M k$ is maximal in $X h$ resp. $X k$, and $L \cap Y$ resp. $L \cap Z$ is maximal in $Y$ resp. $Z$. By (5.1) there exists an element $\gamma \in S U^{\varphi}(V)$ such that $h \gamma=k$. Then $M h \gamma=M k, Y \gamma=Z$, and $(L \cap Y) \gamma$ is $\mathfrak{r}$-maximal in $Z$, so that by Lemma 3.4 (i), $(L \cap Y) \gamma \varepsilon=L \cap Z$ with some $\varepsilon \in U^{\varphi}(Z)$. Define $\alpha \in G L(V)$ by $\alpha=\gamma$ on $X h$ and $\alpha=\gamma \varepsilon$ on $Y$. Then $\alpha \in U^{\varphi}(V), L \alpha=L$, and $h \alpha=k$. Since $\operatorname{det}(\alpha) \in \mathfrak{r}^{\times}$, we can find an element $\xi$ of $U^{\varphi}(Z)$ such that $(L \cap Z) \xi=L \cap Z$ and $\operatorname{det}(\xi)=\operatorname{det}(\alpha)^{-1}$. This is clear if $K=F \times F$; see $\S 3.6$. If $K$ is a field unramified over $F$, then the fact is included in Lemma 1.9. Extend $\xi$ to an element of $U^{\varphi}(V)$ by putting $x k \xi=x k$ for $x \in X$. Then $\alpha \xi \in S U^{\varphi}(V), h \alpha \xi=k$, and $L \alpha \xi=L$. Clearly $\Lambda \alpha \xi=\Lambda$, and hence we obtain (5.2) with $A=\{1\}$. This completes the proof.

Next we prove a generalization of Theorem 4.2, which is a global version of the above theorem.

Theorem 5.3. Suppose that $F$ is an algebraic number field; let $\Lambda$ be an $\mathfrak{r}$ lattice in $\operatorname{Hom}(X, V), \Gamma=\left\{\gamma \in S U^{\varphi}(V) \mid \Lambda \gamma=\Lambda\right\}$, and $T_{q}=\{x \in \Lambda \mid \varphi[x]=$ $q\}$ with $q^{*}=q \in G L_{m}(K)$. Then $T_{q} / \Gamma$ is a finite set.

Proof. We assume the existence of $h \in T_{q}$. Put $W=(X h)^{\perp}, G=S U^{\varphi}(V)$, $H=S U^{\varphi}(W), M=\mathfrak{r}_{m}^{1}, D=\left\{\gamma \in G_{\mathbf{A}} \mid \Lambda \gamma=\Lambda\right\}$, and $D_{v}=D \cap G_{v}$ for $v \in \mathbf{h}$. We identify $H$ with $\{\alpha \in G \mid h \alpha=h\}$. Fix a maximal lattice $L$ in $V$. By Theorem 5.2, for each $v \in \mathbf{h}$ there exists a finite subset $E_{v}$ of $G_{v}$ such that

$$
\left\{x \in \Lambda_{v} \mid \varphi[x]=q\right\}=\bigsqcup_{\varepsilon \in E_{v}} h \varepsilon D_{v}
$$

Now for almost all $v \in \mathbf{h}$ we have $\Lambda_{v}=\left\{\gamma \in \operatorname{Hom}\left(X_{v}, V_{v}\right) \mid M_{v} \gamma \subset L_{v}\right\}, L_{v}$ is maximal, $v$ is unramified in $K$, and $q \in G L_{m}\left(\mathfrak{r}_{v}\right)$. Therefore, by Theorem 5.2, we can take $E_{v}=\{1\}$ for almost all $v \in \mathbf{h}$. Consequently we can find a finite subset $E$ of $G_{\mathbf{h}}$ such that $T_{q} \subset \bigcup_{\eta \in E} h \eta D$. If $x \in T_{q}$, then $x \in h G$ by (5.1). Thus $x=h \alpha=h \eta \delta$ with $\alpha \in G, \eta \in E$, and $\delta \in D$. We have $\alpha \delta^{-1} \eta^{-1} \in H_{\mathbf{A}}$, and hence $\alpha \in H_{\mathbf{A}} \eta D$. For each $\eta \in E$ we can find a finite subset $Z_{\eta}$ of $H_{\mathbf{h}}$ such that $H_{\mathbf{A}}=\bigsqcup_{\zeta \in Z_{\eta}} H \zeta\left(H_{\mathbf{A}} \cap \eta D \eta^{-1}\right)$. Then $H_{\mathbf{A}} \eta D=\bigcup_{\zeta \in Z_{\eta}} H \zeta \eta D$, and hence $\alpha \in \bigcup_{\eta, \zeta}(G \cap H \zeta \eta D)=\bigcup_{\eta, \zeta} H(G \cap \zeta \eta D)$. For each $(\zeta, \eta)$ such that $G \cap \zeta \eta D \neq \emptyset$, pick any $\beta \in G \cap \zeta \eta D$. Then $G \cap \zeta \eta D=G \cap \beta D=\beta \Gamma$. Let $B$ be the set of such $\beta$ 's chosen for each $(\zeta, \eta)$. Then $\alpha \in \bigcup_{\beta \in B} H \beta \Gamma$, and thus $h \alpha \in \bigcup_{\beta \in B} h \beta \Gamma$, which proves our theorem.

Theorem 5.4. Suppose that $F$ is an algebraic number field. With a fixed $h \in \operatorname{Hom}(X, V)$ such that $\operatorname{rank}(\varphi[h])=m$, put $q=\varphi[h], W=(X h)^{\perp}, G=$ $U^{\varphi}(V), H=U^{\varphi}(W)$, and $\mathscr{V}=\operatorname{Hom}(X, V)$. Let $D$ be an open subgroup of $G_{\mathbf{A}}$ containing $G_{\mathbf{a}}$ such that $D \cap G_{\mathbf{h}}$ is compact, and let $G_{\mathbf{A}}=\bigsqcup_{i \in I} G y_{i} D$. Then assertions (i), (ii), and (iii) of Theorem 4.4 are valid if we take the symbols $h, G, H$, and $D$ there to be those of the present setting, and replace $V$ there by $\mathscr{V}$. In particular we have

$$
\begin{equation*}
\#\left\{H \backslash H_{\mathbf{A}} /\left(H_{\mathbf{A}} \cap D\right)\right\}=\sum_{i \in I} \#\left\{\left(\mathscr{V} \cap h D y_{i}^{-1}\right) / \Gamma_{i}\right\}, \tag{5.3}
\end{equation*}
$$

where $\Gamma_{i}=G \cap y_{i} D y_{i}^{-1}$. The same is true with $G=S U^{\varphi}(V)$ and $H=S U^{\varphi}(W)$.
Proof. We can repeat the proof of Theorem 4.4 with obvious modifications.
Theorem 5.5. In the setting of Theorem 5.4 with $G=S U^{\varphi}(V)$ and $H=$ $S U^{\varphi}(W)$ suppose that $n-m>1$ and neither $G_{\mathbf{a}}$ nor $H_{\mathbf{a}}$ is compact. Let $k$ be an element of $\operatorname{Hom}(X, V)$ such that $k=h \gamma_{v}$ for every $v \in \mathbf{h}$ with some $\left(\gamma_{v}\right)_{v \in \mathbf{h}} \in D \cap G_{\mathbf{h}}$. Then there exists an element $\alpha \in G \cap D$ such that $k=h \alpha$. In particular, if $m=1$ and (4.5) is satisfied, then $\#\left\{L[q, \mathfrak{b}] / \Gamma^{1}(L)\right\} \leq 1$ for every maximal lattice $L$ in $V$.

Proof. By our assumptions, strong approximation holds on $G$ and $H$, and so we have $G_{\mathbf{A}}=G D$ and $H_{\mathbf{A}}=H\left(H_{\mathbf{A}} \cap D\right)$. Thus we can take $\left\{y_{i}\right\}_{i \in I}=\{1\}$. Therefore (5.3) implies that $\#\{(\mathscr{V} \cap h D) /(G \cap D)\}=1$, which gives the first assertion. This combined with (4.6) proves the second assertion.
5.6. Before proceeding further, let us recall the notion of the mass of an algebraic group $G$ with respect to an open subgroup $D$ of $G_{\mathbf{A}}$ containing $G_{\mathbf{a}}$ and such that $G_{\mathbf{h}} \cap D$ is compact. For simplicity here we take $G$ to be $U^{\varphi}$ or $S U^{\varphi}$ and assume that $U_{\mathbf{a}}^{\varphi}$ is compact. For $x \in G_{\mathbf{A}}$ put $\Delta_{x}=G \cap x D x^{-1}$ and $\nu\left(\Delta_{x}\right)=\left[\Delta_{x}: 1\right]^{-1}$. Then the the mass of $G$ with respect to $D$ is defined by

$$
\begin{equation*}
\mathfrak{m}(G, D)=\sum_{b \in \mathscr{B}} \nu\left(\Delta_{b}\right), \quad \mathscr{B}=G \backslash G_{\mathbf{A}} / D \tag{5.4}
\end{equation*}
$$

For this the reader is referred to $[\mathrm{S} 2,(10.9 .4),(24.1 .1),(24.1 .2)]$. If $D^{\prime}$ is a subgroup of $G_{\mathbf{A}}$ of the same type as $D$, then from [S2, Lemma 24.2] we obtain

$$
\begin{equation*}
\left[D: D \cap D^{\prime}\right] \mathfrak{m}(G, D)=\mathfrak{m}\left(G, D \cap D^{\prime}\right)=\left[D^{\prime}: D \cap D^{\prime}\right] \mathfrak{m}\left(G, D^{\prime}\right) \tag{5.5}
\end{equation*}
$$

Theorem 5.7. In the setting of Theorem 5.4, suppose that $G_{\mathbf{a}}$ is compact. Then for every $y \in G_{\mathbf{A}}$ we have

$$
\begin{equation*}
\nu\left(\Delta_{y}\right) \#\left\{\mathscr{V} \cap h D y^{-1}\right\}=\sum_{\varepsilon \in \mathscr{E}} \nu\left(\Delta_{\varepsilon}\right), \tag{5.6}
\end{equation*}
$$

where $\mathscr{E}=H \backslash\left(H_{\mathbf{A}} \cap G y D\right) /\left(H_{\mathbf{A}} \cap D\right)$ and $\Delta_{x}=H \cap x D x^{-1}$. Moreover, let $G_{\mathbf{A}}=\bigsqcup_{i \in I} G y_{i} D$ and $\Gamma_{i}=G \cap y_{i} D y_{i}^{-1}$; then

$$
\begin{equation*}
\sum_{i \in I} \nu\left(\Gamma_{i}\right) \#\left\{\mathscr{V} \cap h D y_{i}^{-1}\right\}=\mathfrak{m}\left(H, H_{\mathbf{A}} \cap D\right) \tag{5.7}
\end{equation*}
$$

Proof. To prove (5.6), we may assume that $H_{\mathbf{A}} \cap G y D \neq \emptyset$. For $\varepsilon \in \mathscr{E}$ take $\alpha_{\varepsilon} \in G$ so that $\varepsilon \in \alpha_{\varepsilon} y D$. Then $H \cap \alpha_{\varepsilon} \Delta_{y} \alpha_{\varepsilon}^{-1}=H \cap \alpha_{\varepsilon} y D y^{-1} \alpha_{\varepsilon}^{-1}=$ $H \cap \varepsilon D \varepsilon^{-1}=\Delta_{\varepsilon}$. Now $\mathscr{V} \cap h D y^{-1}=\bigsqcup_{\varepsilon \in \mathscr{E}} h \alpha_{\varepsilon} \Delta_{y}$ by the part of Theorem 5.4 corresponding to Theorem 4.4 (ii). For $\gamma, \gamma^{\prime} \in \Gamma(\Lambda)$ we have $h \alpha_{\varepsilon} \gamma=h \alpha_{\varepsilon} \gamma^{\prime}$ if and only if $\alpha_{\varepsilon} \gamma^{\prime} \gamma^{-1} \alpha_{\varepsilon}^{-1} \in H$, that is, $\gamma^{\prime} \gamma^{-1} \in \alpha_{\varepsilon}^{-1} H \alpha_{\varepsilon} \cap \Delta_{y}=\alpha_{\varepsilon}^{-1} \Delta_{\varepsilon} \alpha_{\varepsilon}$, so
that

$$
\#\left\{h \alpha_{\varepsilon} \Delta_{y}\right\}=\left[\Delta_{y}: \alpha_{\varepsilon}^{-1} \Delta_{\varepsilon} \alpha_{\varepsilon}\right]=\nu\left(\Delta_{\varepsilon}\right) / \nu\left(\Delta_{y}\right)
$$

Therefore we obtain (5.6). Next, let $\mathscr{E}_{i}=H \backslash\left(H_{\mathbf{A}} \cap G y_{i} D\right) /\left(H_{\mathbf{A}} \cap D\right)$. Then $H_{\mathbf{A}}=\bigsqcup_{i \in I}\left(H_{\mathbf{A}} \cap G y_{i} D\right)=\bigsqcup_{i \in I} \bigsqcup_{\varepsilon \in \mathscr{E}_{i}} H \varepsilon\left(H_{\mathbf{A}} \cap D\right)$, and so $\mathfrak{m}\left(H, H_{\mathbf{A}} \cap D\right)=$ $\sum_{i \in I} \sum_{\varepsilon \in \mathscr{E}_{i}} \nu\left(\Delta_{\varepsilon}\right)$, which combined with (5.6) proves (5.7).

Corollary 5.8. Define $C$ and $C^{1}$ by (4.2) with a maximal lattice $L$ in $V$; take $(G, H)$ of type $U$ as in Theorem 4.4; suppose that $G_{\mathbf{a}}$ is compact. Let $G_{\mathbf{A}}=\bigsqcup_{i \in I} G y_{i} C, L_{i}=L y_{i}^{-1}$, and $\Gamma_{i}=\Gamma\left(L_{i}\right)$. Then

$$
\begin{equation*}
\sum_{i \in I} \nu\left(\Gamma_{i}\right) \#\left\{L_{i}[q, \mathfrak{b}]\right\}=\mathfrak{m}\left(H, H_{\mathbf{A}} \cap C\right) \tag{5.8}
\end{equation*}
$$

where $q=\varphi[h]$ and $\mathfrak{b}=\varphi(h, L)$. This is valid for $(G, H)$ of type $S U$ if we replace $C$ and $\Gamma(\cdot \cdot)$ by $C^{1}$ and $\Gamma^{1}(\cdot \cdot)$, provided $n>2$ and (4.5) is satisfied.

Proof. Take $m=1$ and $D=C$ in Theorem 5.7. Combining (5.7) with (4.4), we obtain (5.8). The case of $S U^{\varphi}$ follows similarly from (4.6).
5.9. Formulas (5.7) and (5.8) are similar to, but different from, the formula of Siegel about $\sum_{i} \nu\left(\Gamma_{i}\right) \#\left\{L_{i}[q]\right\}$. We already explained in [S3, §13.13] the main differences between our formulas in the orthogonal case given in that book and that of Siegel. In principle, our comments there apply to the present unitary case.

Now in [S2, Theorem 24.4] we gave an exact formula for $\mathfrak{m}(G, D)$ for $G=U^{\varphi}$ and a certain type of $D$, under the condition that if $n$ is odd, then $d_{0}(\varphi)$ is represented by an element of $\mathfrak{g}^{\times}$. The group $H_{\mathbf{A}} \cap C$ in (5.8) does not necessarily belong to the types of $D$ there, but we can compute [ $D: H_{\mathbf{A}} \cap C$ ] by means of Lemma 3.14 under some conditions on ( $q, \mathfrak{b}$ ). Then we obtain $\mathfrak{m}\left(H, H_{\mathbf{A}} \cap C\right)$ from [S2, Theorem 24.4] by (5.5).

Proposition 5.10 . In the setting of Theorem 5.4 suppose that $n-m$ is odd. Then the structure $(W, \operatorname{det}(q) \varphi)$ depends only on $\varphi$ and the indices of $q$ at the real archimedean primes of $F$ ramified in $K$.

Proof. Let $\psi$ be the restriction of $\varphi$ to $W$. Then we can easily verify that $d_{0}(\operatorname{det}(q) \psi)=\operatorname{det}(q)^{n-m} d_{0}(\psi)=(-1)^{n-1} d_{0}(\varphi)$ as $m-n$ is odd. This combined with Theorem 2.2 (i) proves our proposition.

This is an analogue of the fact concerning a quadratic form in even dimension with square discriminant given in [S4, Theorem 1.12].

We insert here some results about the relationship between various invariants associated with $U^{\varphi}$ and those with $S U^{\varphi}$.

Proposition 5.11. Let $D$ be an open subgroup of $U_{\mathbf{A}}^{\varphi}$ containing $U_{\mathbf{a}}^{\varphi}$ and such that $U_{\mathbf{h}}^{\varphi} \cap D$ is compact; put $P=\left\{x \in K^{\times} \mid x x^{\rho}=1\right\}$ and $D^{1}=D \cap S U_{\mathbf{A}}^{\varphi}$. Then $U^{\varphi} S U_{\mathbf{A}}^{\varphi} D$ is a normal subgroup of $U_{\mathbf{A}}^{\varphi}$ and

$$
\begin{gather*}
{\left[U_{\mathbf{A}}^{\varphi}: U^{\varphi} S U_{\mathbf{A}}^{\varphi} D\right]=\left[P_{\mathbf{A}}: P \operatorname{det}(D)\right]}  \tag{5.9a}\\
\#\left(U^{\varphi} \backslash U_{\mathbf{A}}^{\varphi} / D\right) \leq \sum_{x \in \Xi} \#\left(S U^{\varphi} \backslash S U_{\mathbf{A}}^{\varphi} / x D^{1} x^{-1}\right), \tag{5.9b}
\end{gather*}
$$

where $\Xi=U_{\mathbf{A}}^{\varphi} / U^{\varphi} S U_{\mathbf{A}}^{\varphi} D$. Moreover, if $U_{\mathbf{a}}^{\varphi}$ is compact, then

$$
\begin{equation*}
\mathfrak{m}\left(U^{\varphi}, D\right) \leq\left[P_{\mathbf{A}}: P \operatorname{det}(D)\right] \cdot \mathfrak{m}\left(S U^{\varphi}, D^{1}\right) \tag{5.9c}
\end{equation*}
$$

Furthermore, if $P \cap \operatorname{det}(D)=\operatorname{det}\left(U^{\varphi} \cap y D y^{-1}\right)$ for every $y \in U_{\mathbf{A}}^{\varphi}$, then the equality holds in (5.9b), and

$$
\begin{equation*}
\#(P \cap \operatorname{det}(D)) \mathfrak{m}\left(U^{\varphi}, D\right)=\left[P_{\mathbf{A}}: P \operatorname{det}(D)\right] \mathfrak{m}\left(S U^{\varphi}, D^{1}\right) \tag{5.9d}
\end{equation*}
$$

Proof. Since $P=\operatorname{det}\left(U^{\varphi}\right)$, we can easily show that

$$
\begin{equation*}
U^{\varphi} S U_{\mathbf{A}}^{\varphi} D x=\left\{y \in U_{\mathbf{A}}^{\varphi} \mid \operatorname{det}(y) \in P \operatorname{det}(D x)\right\} \tag{5.10}
\end{equation*}
$$

for every $x \in U_{\mathbf{A}}^{\varphi}$. This shows that $U^{\varphi} S U_{\mathbf{A}}^{\varphi} D$ is a normal subgroup of $U_{\mathbf{A}}^{\varphi}$ and $U_{\mathbf{A}}^{\varphi} / U^{\varphi} S U_{\mathbf{A}}^{\varphi} D$ is isomorphic to $P_{\mathbf{A}} /[P \operatorname{det}(D)]$, as $P_{\mathbf{A}}=\operatorname{det}\left(U_{\mathbf{A}}^{\varphi}\right)$. Thus we obtain (5.9a); we also see that $U^{\varphi} S U_{\mathbf{A}}^{\varphi} \backslash U_{\mathbf{A}}^{\varphi} / D$ can be identified with $U_{\mathbf{A}}^{\varphi} / U^{\varphi} S U_{\mathbf{A}}^{\varphi} D$. Given $x \in U_{\mathbf{A}}^{\varphi}$, take $B_{x} \subset S U_{\mathbf{A}}^{\varphi}$ so that $S U_{\mathbf{A}}^{\varphi}=$ $\bigsqcup_{b \in B_{x}} S U^{\varphi} b x D^{1} x^{-1}$. Then we have $U^{\varphi} S U_{\mathbf{A}}^{\varphi} x D=\bigcup_{b \in B_{x}} U^{\varphi} b x D$, and hence $U_{\mathbf{A}}^{\varphi}=\bigcup_{x \in \Xi} \bigcup_{b \in B_{x}} U^{\varphi} b x D$. From this we obtain (5.9b). To prove (5.9c), put $\Gamma_{x}=U^{\varphi} \cap x D x^{-1}$ and $\Gamma_{x}^{1}=S U^{\varphi} \cap x D^{1} x^{-1}$ for $x \in U_{\mathbf{A}}^{\varphi}$. Then $\mathfrak{m}\left(U^{\varphi}, D\right) \leq$ $\sum_{x \in \Xi} \sum_{b \in B_{x}} \nu\left(\Gamma_{b x}\right) \leq \sum_{x \in \Xi} \sum_{b \in B_{x}} \nu\left(\Gamma_{b x}^{1}\right)=\sum_{x \in \Xi} \mathfrak{m}\left(S U^{\varphi}, x D^{1} x^{-1}\right)$. Now formula (5.5) shows that $\mathfrak{m}\left(S U^{\varphi}, D^{1}\right)$ depends only on the measure of $D^{1}$. (If $U_{\mathbf{a}}^{\varphi}$ is not compact, we have to consider the measure of $D_{\mathbf{h}}^{1}$.) Since $\mathfrak{m}\left(S U^{\varphi}, x D^{1} x^{-1}\right)=\mathfrak{m}\left(S U^{\varphi}, D^{1}\right)$, we obtain (5.9c).
Suppose $P \cap \operatorname{det}(D)=\operatorname{det}\left(\Gamma_{y}\right)$ for every $y \in U_{\mathbf{A}}^{\varphi}$. Suppose also that $b^{\prime} x=$ $a b x d$ for $a \in U^{\varphi}, d \in D$, and $b, b^{\prime} \in B_{x}$. Then $\operatorname{det}(a)=\operatorname{det}\left(d^{-1}\right) \in P \cap$ $\operatorname{det}(D)=\operatorname{det}\left(\Gamma_{b x}\right)$, and so $\operatorname{det}(a)=\operatorname{det}(c)$ with $c \in \Gamma_{b x}$. Put $e=x^{-1} b^{-1} c b x$. Then $e \in D, \operatorname{det}(e d)=1$, and $b^{\prime} x=a b x d=a c^{-1} b x e d \in S U^{\varphi} b x D^{1}$. Thus $b^{\prime}=b$. This shows that $U^{\varphi} S U_{\mathbf{A}}^{\varphi} x D=\bigsqcup_{b \in B_{x}} S U^{\varphi} b x D$, from which we obtain the equality in (5.9b). Also, $\nu\left(\Gamma_{b x}^{1}\right) / \nu\left(\Gamma_{b x}\right)=\left[\Gamma_{b x}: \Gamma_{b x}^{1}\right]=\#\left(\operatorname{det}\left(\Gamma_{b x}\right)\right)=$ $\#(P \cap \operatorname{det}(D))$, and so

$$
\begin{aligned}
\#(P \cap \operatorname{det}(D)) & \mathfrak{m}\left(U^{\varphi}, D\right)=\sum_{x \in \Xi} \sum_{b \in B_{x}} \nu\left(\Gamma_{b x}^{1}\right) \\
& =\sum_{x \in \Xi} \mathfrak{m}\left(S U^{\varphi}, x D^{1} x^{-1}\right)=\#(\Xi) \cdot \mathfrak{m}\left(S U^{\varphi}, D^{1}\right)
\end{aligned}
$$

which is ( 5.9 d ).
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