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1. Introduction

The present paper is devoted to the existence and the asymptotic analysis
in the frame of regular variation of increasing positive solutions of nonlinear
ordinary differential equations of Thomas-Fermi type

2 = aq(t)o(a), (4)
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where = 1. If @« = —1 (A) is said to be of Emden-Fowler type. The
following assumptions are always required for (A):

(i) q : [a,00) — (0,00), @ > 0, is a continuous function which is regularly
varying of index o;

(i) ¢ : (a,00) = (0,00), a > 0, is a continuous function which is regularly
varying of index v € (0,1).

Equation (A) is called superlinear or sublinear according as v > 1 or
0<y<1.

We recall that the set of regularly varying functions of index p is intro-
duced by J. Karamata in 1930 by the following

Definition 1.1. A measurable function f : [a,00) — (0,00) is said to
be reqularly varying of index p € R if

lim J) =N for all X > 0. (1.1)

t—00 f (t)

If in particular, p = 0, the function f is called slowly varying. With SV
and RV (p) we denote, respectively, the set of slowly varying and regularly
varying functions of index p. Thus, the assumptions on ¢ and ¢ and the
Definition 1.1 imply

q(t) = t°U(t), I(t) € SV, () = a7 L(z), L(z) € SV. (1.2)

Notice that the simple oscillating function f(t) = 2+sint is not regularly
varying. But, by relaxing the limiting requirement (1.1) for the function
f(t) by two-sided boundedness condition one obtains the class of regularly
bounded functions, denoted by RO.

Definition 1.2. A measurable function f : [0,00) — (0,00) is said to
be regqularly bounded if

Y
m<M§M, 1<A<L<oo, O0<m<l, M>1. (1.3)

—f@)

Clearly RV C RO. More generally, all positive measurable functions
which are bounded away both from zero and infinity are such as well, so
that various simple oscillating functions, as f(t) = 2 + sint, are regularly
bounded.

Comprehensive treatises on regular variation are given in N.H. Bingham
et al. [2] and by E. Seneta [15].

To help the reader we present here a fundamental result which will be
used throughout the paper.
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Proposition 1.1. (Karamata integration theorem) Let L(t) € SV. Then,
(i) if o> —1,

¢
1
/SaL(S)dS ~——t“TIL(t), t— oo

a+1
(i) if o < —1,
7030‘L(s)ds ~ —LtO‘HL(t) t — o0;
J a+ 1 ) )
(iii) if a = —1,
[ L Lt
wyi/(ﬁwesv and  Tim 2 g,
s t—oo [(t)
or .
L L(t
m(t) = / ﬂds e SV and lim L) =0.
/s t—oo my(t)

The study of nonlinear differential equations in the framework of regular
variation was initiated by Avakumovié¢ [1] and followed by Mari¢ and Tomié¢
[12, 13, 14]. See also Mari¢ [11, Chapter 3]. These papers and some closely
related [16, 17] are concerned exclusively with decreasing positive solutions
of Thomas-Fermi type equations. No analysis from the viewpoint of regular
variation seems to have been made of increasing positive solutions of such
equations. The reason is that the original Thomas-Fermi singular boundary
problem reads

2"(t) = 722 ()32, 2(0) =1, x(c0) =0,

showing that the decreasing solutions are of primary interest in physics.
For the recent development of asymptotic analysis of second order differ-
ential equations by means of regular variation the reader is referred to [4],
[5], [7], [8] and [9].
Our purpose here is to show that effective use of theory of regular varia-
tion makes it possible to provide information about the existence and asymp-
totics of increasing solutions of equation (A). Our results are presented in
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Sections 2 and 3. The existence of increasing solutions of (A) which are reg-
ularly bounded is established in Section 2, while especially the construction
of regularly varying solutions of (A) of the regularity index p = 1 with the
precise asymptotic behavior is carried out in Section 3. The main tool em-
ployed in both sections, besides regular variation, is the Schauder-Tychonoff
fixed point theorem in locally convex spaces.

In 2007 V.M. Evtukhov and V.M. Kharkov in a remarkable paper [3]
studied simultaneously both Thomas-Fermi and Emden-Fowler type of equa-
tion (A) and gave sharp conditions for the existence of solutions (which may
decrease and increase) belonging to a certain class and possessing certain
asymptotic behavior. The condition imposed in [3] on function ¢(t) means,
due to Karamata theorem [2, Theorem 1.6.1], that it is of regular variation.
The condition imposed in [3] on function ¢(z) means, due to Lemma 3.2
and 3.3 in [11], that it is either regularly or rapidly varying. These facts
are neither used (nor mentioned) by Evtukhov and Kharkov which makes
their method of proof different from ours and the statements on solutions
somewhat weaker than ours (of course, for the Thomas-Fermi case which we
consider here).

For simplicity of notation we introduce the symbol ~ to denote the
asymptotic equivalence of two positive functions f(t), g(¢) defined in a neigh-
borhood of infinity:

and the symbol ¢(t) < G(t) to denote that there exists two positive constants
m, M, m < M such that

mG(t) < g(t) < MG(t) for all sufficiently large t.

The expression ”for sufficiently large t” throughout the text will be de-
noted by t € [tg,00), where ty > a need not to be the same at each appear-
ance.

It is known (see e.g. I. T. Kiguradze and T. A. Chanturiya [6]) that if
0 <~ <1, (i.e. equation (A) is sublinear), all positive solutions of (A) can be
extended to t = co. It is clear that for any positive increasing solution x(t)
of (A) existing on [tg,00), 2'(t) is positive and increasing, so it tends either
to oo or to some positive constant as ¢ — oo. In both cases, z/(t) > k for
some positive constant k and for ¢ > t; > ty. Accordingly, by an integration
we get x(t) > x(t1) + k(t — t1) which implies that z(t) — oo as t — oo.
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Thus, all possible positive increasing solutions of (A) fall into the following
two types:
x(t)

lim z(t) = o0, lim —* = o0, (1.4)
t—00 t—oo ¢
t
lim z(t) = oo, lim z(t) = const > 0. (1.5)
t—o0 t—oo ¢

A solution x(t) € RV(p) is called a trivial regularly varying solution
of index p, denoted by z(t) € tr — RV (p), if it is expressed in the form
x(t) = tPE(t) with £(t) € SV satisfying lim;_,o0 £(t) = const > 0. Otherwise
x(t) is called a nontrivial RV (p)—solution, denoted by x(t) € ntr — RV (p).

Thus, increasing solutions of the type (1.5) are trivial RV-solutions of
index 1, whereas solution z(t) of the type (1.4) may belong to one of the
two essentially different sets:

o the one in which x(t)/t = £(t), £(t) € SV and £(t) — oo, t — o0, and

o the one in which &(t) — oo, t — oo but £(t) ¢ SV.

For the elements of the former set then holds z(¢) € ntr — RV (1). However

for the elements of the later one we prove their regular boundedness i.e.
z(t) € RO .

2. Ezistence and asymptotic estimate of reqularly bounded solutions of (A)

To establish the existence of the increasing regularly bounded solutions
for the sublinear equation (A), first observe that by [2, Theorem 1.5.12]) for

function z/¢(x) € RV (1 —~), with 1 — v > 0, there exists ¢ € RV (ﬁ)
with

@D((b(i))Nx, T — 00.

Here 1 is an "asymptotic inverse” of x/¢(x) and is determined uniquely to
within asymptotic equivalence.

Thus we define
o+ 2

I—v

p= (2.1)

and the function X(¢) on [a,c0) by

Xo() _ ) Xo(t)~w<t2q(t)>. (2.2)
P

¢(Xo(t))  plp—1) (p—1)
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From the second formula in (2.2) due to [11, Proposition 7] there follows
X()(t) S RV(p)
We begin with the following

Lemma 2.1. Let

J(t,a) // ))drds . (2.3)

J(t,a) ~ Xo(t), t — oo.

Then,

P roof. Put, Xo(t) =t’n(t), n(t) € SV. Hence, by writing J(¢,a) in the

form
J(t,a) // Xo(r)drds = p(p —1//r”2 r)drds,

and applying Karamata theorem twice, one obtains the result. a
Now we can prove the main result of this section
Theorem 2.1. Suppose that o > —vy — 1 and define Xo(t) by (2.2) and
p by (2.1). Then, equation (A) possesses a positive increasing solution x(t)
satisfying
z(t) < Xo(t). (2.4)

Also, x(t) is reqularly bounded at infinity and satisfies (1.4).

P r o o f. Note that any solution z(t¢) of the integral equation

2(t) = e+ / / () o(z(r))drds, ¢>0 (2.5)

(if it exists) satisfies (A) and is obviously positive and increasing. We shall
prove that it indeed exists and possesses properties stated in the Theorem.

Since ¢ € RV () with v > 0 and Xy € RV (p) with p > 1 by [11, Propo-
sition 8] these functions are almost increasing, that is there exist constants
A >1and B > 1 such that

o(x) < Agp(y) and Xo(z) < BXo(y) foreach y>z>0. (2.6)
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Due to Lemma 2.1 there exists tg > a so that
J(t,to) < 2Xo(t),  t >t (2.7)

In addition, since (1.1) holds uniformly on each compact A-set on (0, c0) ([2,
Theorem 1.5.2]) there exists a tp > a such that

L o(Xo(1) < 6OXo(t) < 2XTG(Xo(t)) for 1210 (28)

Further since J(t,ty) ~ Xo(t), t — oo, there exists t; > ¢y such that

Xo(t)

J(tto) 2 =5, t2h. (2.9)
Let 0 < k <1 and K > 1 be such that
_ 1 1 X (tl)
=y < = K> A)T7, 2k B0 } 2.1
ET7 < A and _max{(8 )1=7, 2k Xolto) ) (2.10)

which is possible due to 0 < v < 1.
Now we choose tg such that (2.7) and (2.8) both hold and define the set
X to be the set of continuous functions z(t) on [tg, 00) satisfying

{ kXo(

t)g ()<KXO(), for to <t<ty,
kX()()SCC

(t) < KXo(t), for t>t. (2.11)

It is clear that X is a closed convex subset of the locally convex space
Clto, 00) equipped with the topology of uniform convergence on compact
subintervals of [tg,00). We shall show that the integral operator F defined
by

Fx(t) = kXo(t1) +// ))drds, t > to,
to to
is a continuous self-map on X and that F(X) is relatively compact subset
of Cltg,00) and then apply the Schauder-Tychonoff fixed point theorem.
Let z(t) € X. By using successively (2.6), (2.8) with A = K, (2.10) and
(2.7) one obtains

t s

Fa(t) < kXo(t)+ A / / (P (K Xo(r))drds

to to
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K
< I Y
< o Xolt) +24 K // ))drds
to to
K K K
< = Xo(t) +4A K" Xo(t) < — Xo(t) + - Xo(t) = K Xo(t), t>to.

2 2 2

On the other hand, we have
.FSL‘(t) > kJXo(tl) for to <t< tl,

and using (2.6), (2.8) with A = k, (2.10) and (2.9) we get

Fz(t) > i // o(kXo(r))drds > —// ))drds
to to to to
kY
> — Xo(t) > kXo(t t>t.
= 1A 0( ) 0( )7 = U1

Therefore, Fz(t) € X, that is, F maps X into itself.

Furthermore it can be verified that F is a continuous map and that F(X)
is relatively compact in Cltg,00). Therefore, by the Schauder-Tychonoff
fixed point theorem there exists a fixed point z(¢) of F which satisfies the
integral equation (2.5) and so equation (A). Thus, z(t) is positive and in-
creasing and the fact that xz(t) satisfies (2.11) ensures that x(t) satisfies
(1.4). That z(t) is regularly bounded follows directly from the definition of
regular boundedness, by using inequalities (2.11) and bearing in mind that
Xo(t) is regularly varying. This completes the proof of Theorem 2.1. a

Example 2.1 Consider the differential equation (A) with

p(p—1)logt+2p—1
tP(=D+2(log t)7 log(tP logt + 1)’

¢(x) =27 log(x +1) and q(t) =

where p > 1 and 0 < v < 1.
The function ¢(t) is a regularly varying function of index o = —p(y —
1) — 2, which satisfies 0 > —y — 1. It is easy to check that

plp—1) =D (log )Y log(t” logt + 1)
t2q(t) logt+ (2p—1)/p(p— 1)

~ (t"logt) 1 log(tPlogt+1), t— ooc.
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Therefore, from Theorem 2.1 it follows that equation possesses increasing
solutions z(t) satisfying

z(t)" Hog(z(t) +1) =< (tlogt)Y L log(t” logt + 1),

which implies that
x(t) <t logt.

One easily check that x(t) = t”logt is an exact solution.

3. FExistence and asymptotic behavior of regularly
varying solutions of index 1

First observe that the existence and the asymptotic behavior of triv-
ial RV (1)—solutions of equation (A), i.e. of the type (1.5), is completely
resolved by the following

Theorem 3.2. Equation (A) possesses a trivial RV (1)—solution if and
only if

oc+y< -1 (3.1)
or o
o+y=—1 and /q(t)d)(t)dt <. (3.2)

Proof THE”ONLY IF” PART: Suppose that (A) has a tr— RV (1)—solution
x(t) on [tg, 00) satisfying x(t) ~ ct, t — 0o, ¢ > 0. By integrating twice over
[to, t] on both sides of equation (A), one obtains

o(0) = 2'(t0) + [ a()oa(s)ds,

and

#(t) = alto) + o' (t)(t — t0) + [ [ q(r)ola(r)dras,

to to

which because of (1.2) and Definition 1.1 gives for ¢ — oo

2(t) ~ 2 (o)t + & / / PN L(r)drds, (3.3)

to to
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If one had o 4+~ > —1, a repeated application of Proposition 1.1 would lead

to
to 2 (4 L(¢)

(c+~v+1)(c+7v+2)

with ¢ + v + 2 > 1, contradicting the hypothesis. Hence, we must have
0+~ < —1. In the case of the equality, due to Proposition 1.1 (iii)

x(t) ~ 2 (to)t + 7 t— oo,

t
L*(t) = / s 1(s)L(s)ds € SV
to
In view of Proposition 1.1, formula (3.3) gives x(t) ~ 2'(to)t + ¢7VL*(¢)t,

t — oo, which noting that x(t)/t — ¢, t — oo, proves that L*(¢) has to tend
to a constant. Thus either (3.1) or (3.2) holds.

THE ”1F” PART”: Suppose that (3.1) or (3.2) holds, implying the con-

vergence of the integral
oo

7= [ als)ots)ds

to

In addition, since ¢(z) € RV () and since ¢(z)/z € RV (y—1) withy—1 <0
is almost decreasing function, there exist constant W > 1 such that

P(y) P(z)

— < W= foreach y>x >0
Y x

and tp > a such that for A = ¢/2 and t > t( one has

¢ <gt> <2 <;’>7 6(t) and J< ﬁ (;)17. (3.4)

Let us now define the integral operator

Fx(t) =ct — //q(r)d)(a:(r))drds, t > to,

to S

and the set

X = {x(t) € Clto,00) : %ct <z(t)<ect, t> t[)}.
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If x(t) € X, then clearly Fz(t) < ct. Also, due to (3.4), we obtain

/t7q ))drds = /t7q(r)¢gf(§;)) z(r)drds

to s to s

t oo
K t
2W//q(r)¢(;r>drds<4W(;> Jt§%7 t>t,
to S

and so Fx(t) > ct/2 for t > tg. This shows that Fx(t) € X, and hence F
is a self-map of the closed convex set X'. Moreover, we can verify that F
is continuous and F(X) is relatively compact in the topology of the locally
convex space C[tg,00). Therefore, by the Schauder-Tychonoff fixed point
theorem F has a fixed point z((t) € X, which gives birth to a solution of
equation (A) such that z((t) ~ ct as t — oo. O

IN

To obtain analogous results for nontrivial regularly varying solutions of
index 1 we have to restrict ourselves to the smaller class of ¢(x) € RV ()
by imposing the following additional requirement

u(t) € SV NC = ¢(tu(t)) ~ p(t)u(t)?, t— oo, (3.5)
which amounts to requiring that the slowly varying part L(zx) of ¢(x) satisfies
u(t) € SVNC = L(tu(t)) ~ L(t), t— oc. (3.6)

It is easy to check that (3.6) is satisfied by

::12

L(t) (1ng ) Foooag € Ra

B
Il
—

but not by
= exp (H log;, t) ) ,  Br€(0,1),

where log; t = loglog;._ t.

Now to prove the main result of the section we need the following

Lemma 3.2. Let ¢ satisfy (3.5). Suppose that

[e.o]

o= —y—1 and / g(8)d(t)dt = oo (3.7)

a
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and define the function X1 (t) by

X ll—w/tq(sw ] (5.5)
Then '
// r))drds ~ X1(t), t— o0.

P roof Due to (3.7) the integral defining X;(t) is an SV function & ()
say, and so X (t) € ntr — RV (1). Using expressions

Xa(t) =t6a(t), qt) =t777U®), &) 1(t) € SV,
and the condition (3.5) we get

g()P(X1(t) = a(t)p(t&r (1)) ~ a(t)p(t)ér (1) =t () L(1)&1 (1), ¢ — oo,
implying that 39
/tq(S)fﬁ(Xl(S))dS ~ /tS_ll(S)L(S)&(S)”dS €SV, t— oo
Simce '
[ e = o [(1 | q<r>¢<r>dr] o

a

we have finally
t

/q(S)cb(Xl(S))ds ~&(t) e SV, t— oo

a

Integrating from ty to ¢, using Karamata’s integration theorem we obtain

// P)drds ~ t61(t) = X1(t), £ — oo.

We now prove the main result of this section.
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Theorem 3.3. Let ¢ satisfy (3.5). FEquation (A) possesses nontrivial
regularly varying solutions of index 1 satisfying (1.4) if and only if condition
(3.7) holds, in which case any such solution xz(t) has one and the same
asymptotic behavior

t

a:(t)wt{(l—fy) / q(s)czS(s)ds] .t o0, (3.10)

a

Proof. THE "ONLY IF” PART: Suppose that (A) has a nontrivial RV (1)-
solution z(t) on [to,00) satisfying (1.4). Let x(t) = t&(t),&(t) € SV. Then,
since

t

2(t)/t ~ / a(5)d((s))ds = / STH($)E(s) T L(sE(s))ds, ¢ — 00, (3.11)

to

and z(t)/t — oo as t — 00, o must satisfy o +v > —1. It is impossible,
however, that 4+~ > —1. In fact, if this would be the case, then integrating
(3.11) from tp to ¢t and applying Karamata’s integration theorem, we would
obtain in view of (3.5).

tTHRI()E() T L(LE(L))
T o+t D)(o+y+2)

ERV(c+~v+2), t— o0,

which is impossible because o + v + 2 > 1. Thus, one has 0 = —y — 1 and
so because of condition (3.5),

t t

[a@stao)ds = [ aso(ses)ds ~ [als)o)e(s)ds € 5Vt = ox.
to

to to

Integrating the above from ¢y to ¢ leads to

o(t) ~ t [ als)ols)6(s) s, - o,

to

or
t

£(t) ~ / 4(5)0()E(s) ds, t — oo. (3.12)

to
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Let the integral in (3.12) be denoted by Y (¢). Then, Y (¢) satisfies
Y ()Y (t) ~ a(t)g(t), t— oo, (3.13)

and Y (t) — oo, t — oo. Integration of (3.13) over [to, t], using Y (¢)}77 — oo,
t — o0, yields the second condition in (3.7) and

1
t

Y<t>~{<1—fy> / q<s>¢<s>ds] Lt

to

from which (3.10) follows immediately.

THE ”1F” PART: Suppose that (3.8) holds. Then, by replacing in the
proof of Theorem 2.1 the function Xo(t) by Xi(t) defined with (3.8) in
Lemma 3.1, application of the Schauder-Tychonoff fixed point theorem pro-
vides the existence of an increasing solution z(t) of equation (A) satisfying

2(t) = X1 (t). (3.14)

We show that the obtained solution x(t) of (A) is regularly varying and
satisfies (3.10). Using (2.11) and (3.14), from equation (A) we get

2" (t) < q(t)p(X1 (1)),
or using expressions (3.9)
2"(t) = (L& (),
and integrating over [to, t]

t

#(t) = / s~ U(s) L(s)E1(s)ds.

to
Then, by taking y(t) = 2/(t) we obtain

t

-1
= (L&) [ / 31Z(3)L(s)§1(s)ws] .

to

Application of Karamata’s integration theorem gives

; -1
lim 1(t)L(t)&1(t)Y { / s—lz(s)L(s)gl(s)ms] =0,

to
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which yields ty/(¢)/y(t) — 0 as t — oo, so that y(t) = 2/(t) € SV (see [11,
Proposition 10]). Then Karamata’s integration theorem gives

t

(1) N/x'(s)ds:/y(s)dswty(t), t— oc. (3.15)

to

The right-hand side of (3.15) is regularly varying of index 1, so that the
one on the left-hand side is also regularly varying of the same index (see
[11, Proposition 7]). Therefore, x(t) € ntr — RV (1) and so has the desired
asymptotic behavior. This completes the proof of Theorem 3.2. O

Example 3.1 Consider equation (A) with
o(z) =27 log(x +1) and q(t) = (7 (logt)” log(tlogt + 1))~ L,

where v € (0,1). Note that ¢(x) fulfills the condition (3.5). Clearly, ¢(t) is
a regularly varying function of index ¢ = —v — 1 and satisfies

q(t)p(t) ~ t(logt)™ 7, t— oc.

This gives
¢

[ a@)s(s)ds ~

e

(log t)1 ™7

t—
1—«v >

so that from Theorem 3.2 we conclude that the considered equation possesses
nontrivial regularly varying solutions z(t) of index 1, all of which have one
and the same asymptotic behavior x(t) ~ tlogt, t — oo. In fact an exact
solution is z(t) = tlogt.
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