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Abstract. Under eigenvalue criteria we prove existence of nodal solutions to
the nonlinear boundary value problem{

−u′′ + qu = ρuf(t, u) in (0, 1)
u(0) = limt→1 u(t) = 0,

where ρ is a positive real parameter, q ∈ C ([0, 1) ,R) ,
∫ 1

0 q = +∞ and f : [0, 1] ×
(Rr {0}) → R is continuous. The cases where the nonlinearity uf(t, u) is asymp-
totically linear, sublinear and superlinear are considered.
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1. Introduction

Sturm-Liouville boundary value problems (bvp for short) have been the subject of
hundreds of articles during the previous five decades, where existence and multiplic-
ity of solutions have been investigated. Many of these articles concern existence of
nodal solutions for second order differential equations subject to various boundary
conditions; see, for example, [1], [4], [5], [7], [9], [10], [11] [12], [13], [14], [15], [16],
[17], [19], [20], [21], [22] [23], [24], [25], [26], [27] and references therein.

Nodal solutions appear as eigenfunctions to the half eigenvalue problem{
−u′′ + qu = σmu+ αu+ − βu− in (0, 1) ,

u(0) = limt→1 u(t) = 0,
(1)

where σ is a real parameter, q,m, α, β ∈ C ([0, 1] ,R) and m > 0 in [0, 1] .
To the authors’ knowledge, such a bvp has been studied for the first time in [4],

where H. Berestycki introduced the concept of half-eigenvalue. He proved that the
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bvp (1) admits two increasing sequences of half-eigenvalues
(
σ+
k

)
k≥1

and
(
σ−k
)
k≥1

such that ϑk,ν , the eigenfunction associated with σνk , admits exactly (k − 1) zeros
in (0, 1), all are simple and νϑ′k,ν(0) > 0. The conditions q,m, α, β ∈ C ([0, 1] ,R)

and m > 0 in [0, 1] have been relaxed in [2] to q,m, α, β ∈ L1 ([0, 1] ,R), m ≥ 0
a.e. in (0, 1) m > 0 a.e. in a subinterval (ξ, η) of [0, 1]. Notice that the concept of
half-eigenvalue generalizes that of eigenvalue and for the role played by this notion,
we refer the reader to [4], [6], [10], [24], [25], and [26].

In this article, we consider the case of the bvp (1) where m,α, β ∈ C ([0, 1] ,R) ,
m ≥ 0 in (0, 1), m(t0) > 0 for some t0 ∈ [0, 1] , and q ∈ C ([0, 1) ,R) with

∫ 1
0 q(t)dt =

+∞. Notice that the results obtained in [4] and in [2] do not cover such a situation.
However, we prove in Section 3 that the Berysticki’s result holds true for such a
version of the bvp (1).

In Section 4, we investigate existence and multiplicity of nodal solutions to the
bvp {

−u′′ + qu = g(t, u) in (0, 1) ,

u(0) = limt→1 u(t) = 0,
(2)

where q ∈ C ([0, 1) ,R) with
∫ 1

0 q(t)dt = +∞ and g : [0, 1]×R→ R is continuous. The
nonlinearity g is supposed to be sublinear, assymptotically linear and superlinear.
This interest is mainly motivated by that in [19], [17] , [16] and [15] where is considerd
the version of the bvp (1) with q = 0 and the nonlinearity g is separable variable;
Namely {

−u′′ (t) = a (t) g(u (t)), t ∈ (0, 1) ,
u(0) = u(1) = 0,

(3)

where a : [0, 1]→ [0,+∞) is continuous and does not vanish identically and f : R→
R is continuous.

Let g0 = lims→0 g(s)/s, g∞ = lim|s|→∞ g(s)/s and (µk)k≥1 be the sequence of
eigenvalues of the bvp {

−u′′ (t) = µa (t)u (t) , t ∈ (0, 1) ,
u(0) = u(1) = 0.

Authors of the paper [19] under the assumptions that
(A) a > 0 in [0, 1],
(B) a is continuously differentiable,
(C) g(−s) = −g(s) for all s ∈ R,
(D) g(s)s > 0 for all s 6= 0,
(E) g is locally Lipschitzian,
(F) in the case where g0 = ∞, g is nondecreasing and g(s)/s is nonincreasing

on (0, s0] for some s0 > 0,
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proved by means of a shooting method, that if for some integer k, λk < g(s)/s < λk+1

for all s 6= 0, then except the trivial function, the bvp (3) has no solution and if
g0 < λk < g∞ or g∞ < λk < g0, then the bvp (3) has a solution having exactly k− 1
zeros in (0, 1) , all are simple.

In [16], R. Ma and B. Thompson improved the existence result in [19]. Just
under Hypotheses (A) and (D), they proved that if 0 < g0 < λk < g∞ < ∞ or
0 < g∞ < λk < g0 <∞, then the bvp (3) has two solutions u+ and u−, each having
exactly k− 1 zeros in (0, 1) , all are simple and for ν = + or −, νu′ν (0) > 0. In [17],
where Hypothesis (A) is relaxed to:

(A’) a ≥ 0 in [0, 1] and does not vanish identically on any subinterval of [0, 1],
they obtained the same result.

As it is mentioned in [16], we conclude from the above result that if Hypotheses
(A’) and (D) hold and if there are integers k, i such that 0 < g0 < λk ≤ λk+i <
g∞ <∞ or 0 < g∞ < λk ≤ λk+i < g0 <∞, then for each j ∈ {0, 1, .., i} the bvp (3)
has two solutions u+,j and u−, j, each having exactly k + j − 1 zeros in (0, 1) , all
are simple and for ν = + or −, νu′ν,j (0) > 0.

In [15], the authors considered the cases where the nonlinearity f is superlinear
and sublinear. They proved that if Hypotheses (A), (D) hold and g0 = 0, g∞ =∞
or Hypotheses (A), (D), (F) hold and g∞ = 0, then for each j ∈ N = {1, ...} the
bvp (3) has two solutions uj,+ and uj,−, each having exactly j− 1 zeros in (0, 1) , all
are simple and for ν = + or −, νu′j,ν (0) > 0.

Main results of Section 4 concern nodal solutions to the bvp (2) in the cases where
the nonlinearity g is respectively asymptotically linear, superlinear and sublinear.
All are obtained by means of the global bifurcation theory due to P. H. Rabinowitz
and they provide existence and multiplicity of nodal solutions with less conditions
relative to that obtained in the above cited papers.
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2. Preliminaries

2.1. General setting

For statements of main results in this paper needed to introduce some notations: in
what follows, we let

E = C ([0, 1],R) , E+ = {m ∈ E : m ≥ 0 in [0, 1]} ,
Γ+ = {m ∈ E+ : m > 0 in a subinterval of [0, 1]} ,
Γ++ = {m ∈ Γ+ : m > 0 in [0, 1]} ,
Q =

{
q ∈ C([0, 1),R) :

∫ 1
0 q(s)ds = +∞

}
,

Q+ = {q ∈ Q : q(t) ≥ 0 for all t ∈ (0, 1) and lim inft→1 q(t) > 0} ,
Q# =

{
q ∈ Q :

∫ 1
0 (1− s)q(s)ds <∞

}
,

W = {u ∈ C([0, 1),R) : u(0) = limt→1 u(t) = 0} ,
C1
b ([0, 1),R) =

{
u ∈ C1 ([0, 1),R) : supt∈[0,1)

∣∣∣u′ (t)∣∣∣ <∞}
W 1 = W ∩ C1

b ([0, 1),R) , W 2 = W 1 ∩ C2 ([0, 1),R) .

The linear spaces W and W1 are respectively equipped with the norms ‖·‖ and ‖·‖1
defined by ‖u‖ = supt∈[0,1] |u(t)| and ‖u‖1 = supt∈[0,1] |u′(t)|. Obviously, (W, ‖·‖)
and (W 1, ‖·‖1) are Banach spaces.

For an integer k ≥ 1, S+
k denotes the set of all the functions u in W 1 having

exactly (k−1) zeros in (0, 1), all are simple and u is positive in a right neighbourhood
of 0, S−k = − S+

k and S+
k = S+

k ∪ S
−
k . For u ∈ Sk, (zj)

j=k
j=0 with 0 = z0 < z1 < ... <

zk = 1 and u (zj) = 0 for j = 1, ..., k − 1, is said to be the sequence of zeros of u.
Throughout this paper, for q ∈ Q the operator Lq : C2 ([0, 1) ,R)→ C ([0, 1) ,R)

is defined by Lqu = −u′′ + qu.
For ν = + or −, let Iν : W → W be the operator defined for u ∈ W by

Iνu(x) = max(νu(x), 0) = uν(x). We have for all u ∈W

u = I+u− I−u and |u| = I+u+ I−u.

This implies that, for all u, v ∈W ,

|I+u− I+v| ≤
( |u−v|

2 + ||u|−|v||
2

)
≤ |u− v| ,

|I−u− I−v| ≤
( |u−v|

2 + ||u|−|v||
2

)
≤ |u− v|,

(4)

and the operators I+, I− are continuous.
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2.2. The Green’s function and fixed point formulation

In all what follows, we let for q ∈ Q+, Ψq be the unique solution of the initial value
problem {

Lqu = 0,
u(0) = 0, u′(0) = 1.

Lemma 1. For all q ∈ Q+, the function Ψq has the following properties:

i) Ψq(t) > 0, Ψ′q(t) > 0 and Ψ′′q (t) ≥ 0 for all t ∈ (0, 1].

ii) limt→1 Ψ′q(t) = +∞.

iii) The function Ψq/Ψ
′
q is bounded at t = 1.

iv) limt→0 Ψq(t)
∫ 1
t

ds
Ψ2
q(s)

= 1.

v) limt→1 Ψq(t)
∫ 1
t

ds
Ψ2
q(s)

= 0.

vi) If q ∈ Q# then Ψq(1) = limt→1 Ψq(t) <∞.

Proof. Let q ∈ Q+ and let a ∈ (0, 1) be such that α = infs∈(a,1) q (s) > 0.
i) We have to prove that Ψ′q(t) > 0 for all t ∈ [0, 1). Suppose on the contrary

that Ψ′q(t0) = 0 for some t0 ∈ (0, 1). In this case and since Ψ′q(0) = 1, there is
t∗ ∈ (0, t0] such that Ψ′q(t∗) = 0 and Ψq(t),Ψ

′
q(t) > 0 for all t ∈ [0, t∗). Therefore,

we have from Ψ′′q = qΨq that Ψ′q is nondecreasing on [0, t∗) and this leads to the
contradiction

1 = Ψ′q(0) ≤ Ψ′q(t∗) = 0.

ii) We have for all t ∈ (a, 1)

Ψ′q(t) =

(
Ψ′q(a) +

∫ t

a
Ψ′′q (s) ds

)
=

(
Ψ′q(a) +

∫ t

a
q(s)Ψq (s) ds

)
≥

(
Ψ′q(a) +

(
inf

s∈(a,1)
Ψq (s)

)∫ t

a
q (s) ds

)
leading to limt→1 Ψ′q(t) = +∞.

iii) We have for all t ≥ a(
Ψ′q(t)

)2 − (Ψ′q(a)
)2

= 2

∫ t

a
Ψ′′q (s)Ψ

′
q(s)ds = 2

∫ t

a
q(s)Ψq(s)Ψ

′
q(s)ds

≥ α
(

(Ψq(t))
2 − (Ψq(a))2

)
,
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leading to (
Ψq(t)/Ψ

′
q(t)
)2 ≤ 1

α
+
(
Ψ′q(a)/Ψ′q(t)

)2
for all t ≥ a.

Hence, we deduce from Assertion ii), existence of a∗ ∈ (a, 1) such that

Ψq(t)/Ψ
′
q(t) ≤

√
2

α
for all t ≥ a∗.

iv) By means of L’Hopital’s rule we obtain

lim
t→0

Ψq(t)

∫ 1

t

ds

Ψ2
q(s)

= lim
t→0

∫ 1
t Ψ−2

q ds

(Ψq(t))
−1 = lim

t→0

1

Ψ′q(t)
= 1.

v) Again by means of L’Hopital’s rule we obtain

lim
t→1

Ψq(t)

∫ 1

t

ds

Ψ2
q(s)

= lim
t→1

1

Ψ′q(t)
= 0.

vi) First, notice that if q ∈ Q# then for all t ∈ (a, 1)∫ t

a

∫ s

a
q (τ) dτds ≤

∫ t

0

∫ s

0
q (τ) dτds

= −(1− t)
∫ t

0
q (s) ds+

∫ t

0
(1− s)q (s) ds

≤ 2

∫ 1

0
(1− s)q (s) ds.

Then, for all s ∈ (a, 1)

Ψ′q(s) =

(
Ψ′q(a) +

∫ t

a
Ψ′′q (s) ds

)
=

(
Ψ′q(a) +

∫ t

a
q(τ)Ψq (τ) dτ

)
≤

(
Ψ′q(a) + Ψq (s)

∫ s

a
q (τ) dτ

)
leading to

Ψ′q(s)

Ψq(s)
≤

Ψ′q(a)

Ψq(s)
+

∫ s

a
q (τ) dτ ≤

Ψ′q(a)

Ψq(a)
+

∫ s

a
q (τ) dτ.

Integrating on (a, t), we obtain

ln

(
Ψq(t)

Ψq(a)

)
≤

Ψ′q(a)

Ψq(a)
+

∫ t

a

∫ s

a
q (τ) dτds ≤

Ψ′q(a)

Ψq(a)
+ 2

∫ 1

0
(1− s)q (s) ds,
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leading to

Ψq(t) ≤ Ψq(a) exp

(
Ψ′q(a)

Ψq(a)
+ 2

∫ 1

0
(1− s)q (s) ds

)
.

As Ψq is increasing, we have Ψq(1) = limt→1 Ψq(t) < +∞.
The proof of Lemma 1 is complete.

Because of Properties ii), iii), iv) and v) in Lemma 1, the function

Φq(t) =


1 if t = 0

Ψq(t)
∫ 1
t

ds

Ψ2
q(s)

if t ∈ (0, 1),

0 if t = 1

(5)

is well defined and it is the unique solution of the bvp{
Lqu = 0 in (0, 1)
u(0) = 1, limt→1 u(t) = 0.

Lemma 2. For all q ∈ Q+, the function Φq has the following properties:

a) Φq(t) > 0, Φ′q(t) < 0 and Φ′′q (t) ≥ 0 for all t ∈ (0, 1),

b) For all t ∈ [0, 1], Φq(t)Ψ
′
q(t)−Ψq(t)Φ

′
q(t) = 1,

c) The function Φq/Φ
′
q is bounded at 1.

Proof. Let q ∈ Q+ and a ∈ (0, 1) be such that α = inft≥a q(t) > 0.
a) We have respectively from (5) and Φ′′q = qΦq, that Φq(t) > 0 and Φ′′q (t) ≥ 0

for all t ∈ (0, 1). Since the function Ψ′q is increasing, we obtain from (5) that for all
t ∈ (0, 1) ,

Φ′q(t) = Ψ′q(t)

∫ 1

t

ds

Ψ2
q

− 1

Ψq(t)
<

∫ 1

t

Ψ′q
Ψ2
q

ds− 1

Ψq(t)
< − 1

limt→1 Ψq(t)
≤ 0.

b) We have from (5) that for all t ∈ [0, 1]

Φq(t)Ψ
′
q(t)−Ψq(t)Φ

′
q(t) = Ψq(t)Ψ

′
q(t)

∫ 1

t

ds

Ψ2
q

−Ψq(t)

(
Ψ′q(t)

∫ 1

t

ds

Ψ2
q

− 1

Ψq(t)

)
= 1.

c) We have for t ≥ a :(
−Φ′q(t)

)2
= 2

∫ 1

t
Φ′′q (s)

(
−Φ′q(s)

)
ds =

∫ 1

t
q(s)Φq(s)

(
−Φ′q(s)

)
ds

≥ α (Φq(t))
2 .
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This leads to∣∣Φq(t)/Φ
′
q(t)
∣∣2 =

(
Φq(t)/− Φ′q(t)

)2 ≤ 1

α
for all t ≥ T,

and so,

sup
t≥T

∣∣Φq(t)/Φ
′
q(t)
∣∣ ≤ 1√

α
.

The proof of Lemma 2 is complete.

Set for q ∈ Q+ and 0 ≤ θ < η < 1

Ψq,θ (t) = Φq (θ) Ψq (t)−Ψq (θ) Φq (t) ,

Φq,θ,η (t) =
Ψq (η) Φq (t)− Φq (η) Ψq (t)

Ψq,θ (η)
,

Φq,θ (t) = lim
η→1

Φq,θ,η (t) =
Φq (t)

Φq (θ)
,

Gq(θ, η, t, s) =


0 if min(t, s) ≤ θ
Φq,θ,η (s) Ψq,θ (t) if θ ≤ t ≤ s ≤ η
Φq,θ (t) Ψq,θ (s) if θ ≤ s ≤ t ≤ η
0 if min(t, s) ≥ η,

Gq(θ, t, s) = lim
η→1

Gq(θ, η, t, s) =


0 if min(t, s) ≤ θ
Φq,θ (s) Ψq,θ (t) if θ ≤ t ≤ s
Φq,θ (t) Ψq,θ (s) if θ ≤ s ≤ t.

Φq,θ (t) =
Φq (t)

Φq (θ)
, Ψq,θ (t) = Φq (θ) Ψq (t)−Ψq (θ) Φq (t) and

Gq(θ, t, s) =


0 if min(t, s) ≤ θ
Φq,θ (s) Ψq,θ (t) if θ ≤ t ≤ s
Φq,θ (t) Ψq,θ (s) if θ ≤ s ≤ t.

We have then for all q ∈ Q and all θ, η ∈ [0, 1]

Φq,θ,ηΨ
′
q,θ − Φ′q,θ,ηΨq,θ = Φq,θΨ

′
q,θ − Φ′q,θΨq,θ = 1 ou? (6)

and

Gq(θ, t, s) = Gq(t, s)−
Ψq (θ)

Φq (θ)
Φq(s)Φq(t) for t, s ≥ θ.

where

Gq(t, s) = Gq(0, t, s) =

{
Φq (t) Ψq (s) if 0 ≤ t ≤ s < 1
Φq (s) Ψq (t) if 0 ≤ s ≤ t < 1.

(7)
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Lemma 3. We have for all q ∈ Q+ and θ, η ∈ [0, 1) with θ < η :

1. Gq(θ, η, t, s) ≤ Gq(θ, η, s, s) for all t, s ∈ [θ, η] ,

2. Gq(θ, t, s) ≤ Gq(θ, s, s) for all t, s ∈ [θ, 1] ,

3. Gq(θ, η, t, s) ≥ ρθ,η (t)Gq(θ, η, s, s) for all t, s ∈ [θ, η] where
ρθ,η (t) = min (t− θ, η − t) /Ψq,θ (η) . Moreover, if q ∈ Q# then Ψq (1) =
limt→1 Ψq (t) < ∞ and Gq(θ, η, t, s) ≥ ρ∗θ,η (t)Gq(θ, η, s, s) for all t, s ∈ [θ, η]
where ρ∗θ,η (t) = min (t− θ, η − t) /Ψq,θ (1) .

Proof. Assertions 1 and 2 are obtained from the monotonicity of the functions
Φq,θ,η, Φq,θ and Ψq,θ. We have

Gq(θ, η, t, s)

Gq(θ, η, s, s)
=


Ψq,θ(t)
Ψq,θ(s) if θ ≤ t ≤ s ≤ η
Φq,θ,η(t)
Φq,θ,η(s) if θ ≤ s ≤ t ≤ η

(8)

≥

{
Ψq,θ(t)
Ψq,θ(η) if θ ≤ t ≤ s ≤ η
Φq,θ,η (t) if θ ≤ s ≤ t ≤ η.

Since

Ψq,θ (t) =

∫ t

θ
Ψ′q,θ (s) ds ≥

∫ t

θ
Ψ′q,θ (θ) ds = t− θ

and

Φq,θ,η (t) =

∫ η

t

(
−Φ′q,θ,η (s)

)
ds ≥

∫ η

t

(
−Φ′q,θ,η (η)

)
ds =

η − t
Ψq,θ (η)

,

we obtain from (8),

Gq(θ, η, t, s)

Gq(θ, η, s, s)
≥

{
t−θ

Ψq,θ(η) if θ ≤ t ≤ s ≤ η
η−t

Ψq,θ(η) if θ ≤ s ≤ t ≤ η. ≥ ρθ,η (t) .

This ends the proof.

Lemma 4. We have for all q ∈ Q+

i) Gq = sups,t∈[0,1]Gq(t, s) = sup0≤t≤1 Φq (t) Ψq(t) <∞,

ii) G̃q = supθ,t,s∈[0,1]Gq(θ, t, s) <∞.
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Proof. Let q ∈ Q+ and T ∈ (0, 1) be such that α = inft≥T q(t) > 0.
i) Taking into consideration that Ψq is increasing, we obtain from (5), that for

all t, s ∈ [0, 1]

Gq(t, s) ≤ Φq(t)Ψq(t) =

(
Ψq(t)

Ψ′q(t)

)(
Ψq(t)Ψ

′
q(t)

∫ 1

t

ds

Ψ2
q(s)

)
≤

(
Ψq(t)

Ψ′q(t)

)(
Ψq(t)

∫ 1

t

Ψ′q(s)ds

Ψ2
q(s)

)
≤
(

Ψq(t)

Ψ′q(t)

)
.

This together with iii) in Lemma 1 leads to

Gq = sup
t,s∈[0,1]

Gq(t, s) ≤ sup
t∈[0,1]

Φq(t)Ψq(t) <∞.

ii) Because of Φq is decreasing and Ψq is increasing we have for all s, t ≥ θ

0 ≤ Gq(θ, t, s) ≤ Φq(t)Ψq(t) +
Ψq(θ)

Φq(θ)
Φq(t)Φq(s)

≤ Φq(t)Ψq(t) + Ψq(θ)Φq(θ)

≤ 2 sup
t∈[0,1]

Φq(t)Ψq(t) <∞.

The proof of Lemma 4 is complete.

Lemma 5. For all q ∈ Q+, θ ∈ [0, 1) and h ∈ W, Lq,θh(t) =
∫ 1

0 Gq(θ, t, s)h(s)ds is
the unique solution in (θ, 1) to the bvp:{

Lqu = h(t), θ < t < 1,
u(θ) = limt→1 u(t) = 0

and the operator Lq,θ : W →W 1 is continuous. Moreover, if F : [0, 1]×R→ R is a
continuous function such that F (0, 0) = F (1, 0) = 0, then the operator Tq,θ : W →W
defined for v ∈W by

Tq,θu (t) =

∫ 1

0
Gq(θ, t, s)F (s, v(s))ds

is completely continuous and u ∈ W is a fixed point of Tq,θ if and only if u is a
solution to the bvp {

Lqv = F (t, v(t)), θ < t < 1,
v(θ) = v(1) = 0.
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Proof. Let h ∈W and set H (t) = Lq,θh(t). We have

H(θ) =

∫ 1

0
G(θ, θ, s)h(s)ds = 0

and differentiating twice in the relation

H(t) =

∫ 1

0
G(θ, t, s)h(s)ds = Φq,θ (t)

∫ t

θ
Ψq,θ (s)h(s)ds+ Ψq,θ (t)

∫ 1

t
Φq,θ (s)h(s)ds

we obtain

H ′′(t) = q(t)H(t) +
(
Φ′q,θ (t) Ψq,θ (t)− Φq,θ (t) Ψ′q,θ (t)

)
h(t) for all t ≥ θ.

This together with (6) lead to

LqH(t) = h(t) for all t ≥ θ.

We have for all t > θ :

H(t) = Φq(t)

∫ t

θ
Ψq(s)h(s)ds+ Ψq(t)

∫ 1

t
Φq(s)h(s)ds− Ψq(θ)

Φq(θ)
Φq(t)

∫ 1

θ
Φq(s)h(s)ds.

Let us prove that limt→1H(t) = 0. Clearly, if
∫ 1
θ Ψq(s)h(s)ds <∞ then

limt→1 Φq(t)
∫ t
θ Ψq(s)h(s)ds = 0 and if

∫ 1
θ Ψq(s)h(s)ds =∞ then taking in consider-

ation Assertions d) in Lemma 2, i) of Lemma 4 and limt→1 h(t) = 0, we obtain by
means of the L’Hopital’s rule

lim
t→1

Φq(t)

∫ t

θ
Ψq(s)h(s)ds = lim

t→1

∫ t
θ Ψq(s)h(s)ds

(Φq(t))
−1

= lim
t→1

(
Φq(t)
−Φ′q(t)

)
(Φq(t)Ψq(t))h(t) = 0.

Similarly, if limt→1 Ψq(t) < ∞ then limt→1 Ψq(t)
∫ 1
t Φq(s)h(s)ds = 0 and if

limt→1 Ψq(t) = +∞ then taking in consideration iii) in Lemma 1, i) of Lemma
4 and limt→1 h(t) = 0, we obtain by means of the L’Hopital’s rule

lim
t→1

Ψq(t)

∫ 1

t
Φq(s)h(s)ds = lim

t→1

∫ 1
t Φq(s)h(s)ds

(Ψq(t))
−1

= lim
t→1

(
Ψq(t)

Ψ′q(t)
)Φq(t)Ψq(t)h(t) = 0.

Now, for any h ∈W, we have

‖Lq,θh‖ = sup
t∈[0,1]

|Lq,θh(t)| = sup
t∈[0,1]

∣∣∣∣∫ 1

0
G(θ, t, s)h(s)ds

∣∣∣∣ ≤ Gq ‖h‖
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and taking in consideration (6) we obtain∥∥(Lq,θh)′
∥∥ = sup

t∈(0,1)

∣∣(Lq,θh)′ (t)
∣∣

= sup
t∈(0,1)

∣∣∣∣Φ′q,θ (t)

∫ t

θ
Ψq,θ (s)h(s)ds+ Ψ′q,θ (t)

∫ 1

t
Φq,θ (s)h(s)ds

∣∣∣∣
≤ sup

t∈(0,1)

(
−Φ′q,θ (t)

∫ t

θ
Ψq,θ (s) |h(s)| ds+ Ψ′q,θ (t)

∫ 1

t
Φq,θ (s) |h(s)| ds

)
≤ sup

t∈(0,1)

(
−Φ′q,θ (t) Ψq,θ (t)

∫ t

θ
ds+ Ψ′q,θ (t) Φq,θ (t)

∫ 1

t
ds

)
‖h‖

≤ ‖h‖ .

The above estimates prove that the operator Lq,θ is well defined and is continuous.
Now, We proof that Tq,θ is completely continuous. Notice that Tq,θ = i◦Lq,θ ◦F

where F : W → W is defined by Fu(t) = F (t, u(t)) and i is the compact embeding
of W 1 in W. Because that the mapping F is continuous and bounded, the operator
Tq,θ is completely continuous.

At the end, if u is a fixed point of Tq,θ and h = Fu, then u = Lq,θh and{
Lqu(t) = h(t) = F (t, v(t)), θ < t < 1,
u(θ) = limt→1 u(t) = 0.

In the remainder of this paper, for q ∈ Q+ and m ∈ E, we let Lq,m, L
+
q,m,L−q,m :

W →W be the operators defined by

Lq,mu(t) =
∫ 1

0 Gq(t, s)m(s)u(s)ds,
L+
q,mu(t) = (Lq,m ◦ I+)u(t) = Lq,mu

+(t),

L−q,mu(t) = (Lq,m ◦ I−)u(t) = Lq,mu
−(t).

It follows from Lemma 5 that Lq,m is compact and for ν = + or −, Lνq,m is completely
continuous.

2.3. Comparison results

The following three lemmas will play important roles in in this article.

Lemma 6 ([2]). Let j and k be two integers such that j ≥ k ≥ 2 and let (ξl)
l=k
l=0 ,

(ηl)
l=j
l=0 be two families of real numbers such that

ξ0 = ξ < ξ1 < ξ2 < · · · < ξk−1 < ξk = η,

η0 = ξ < η1 < η2 < · · · < ηj−1 < ηj = η.
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If ξ1 < η1, then there exist two integers m and n having the same parity, 1 ≤ m ≤
k − 1 and 1 ≤ n ≤ j − 1 such that

ξm < ηn ≤ ηn+1 ≤ ξm+1.

Lemma 7. For i = 1, 2 let φi ∈ Ski,νρ ∩W2 having a sequence of zeros
(
zij

)j=ki
j=0

. If

for some integers m,n with m ≤ k1− 1 we have n ≤ k2− 1 z1
m ≤ z2

n < z2
n+1 ≤ z1

m+1

and φ1φ2 > 0, then∫ z2n+1

z2n

φ1Lqφ2 − φ2Lqφ1

{
> 0 if z1

m < z2
n or z2

n+1 < z1
m+1,

= 0 if z1
m = z2

n < z2
n+1 = z1

m+1.

Proof. Let Wr = φ1φ
′
2−φ2φ

′
1 be the Wronksian of φ1 and φ2 and without loss of gen-

erality, suppose that φ1, φ2 > 0 in
(
z2
n, z

2
n+1

)
.We have thenWr(0) = limt→1Wr(t) =

0 and ∫ z2n+1

z2n

φ1Lqφ2 − φ2Lqφ1 = Wr
(
z2
n

)
− lim
t→z2n+1

Wr (t) .

Therefore, we distinguish the following cases:

i) z1
m ≤ z2

n < z2
n+1 = z1

m+1: In this case we have

φ1

(
z2
n

)
= φ2

(
z1
m

)
= φ1

(
z2
n+1

)
= φ1

(
z2
m+1

)
= 0,

leading to∫ z2n+1

z2n

φ1Lqφ2 − φ2Lqφ1 = Wr
(
z2
n

)
− lim
t→z2n+1

Wr (t)

= Wr
(
z1
m

)
− lim
t→z2m+1

Wr (t) = 0.

ii) z1
m ≤ z2

n < z2
n+1 < z1

m+1: In this case we have

z2
n+1 < 1, φ1

(
z2
n+1

)
> 0, φ2

(
z2
n

)
= φ2

(
z2
n+1

)
= 0, φ1

(
z2
n+1

)
> 0 and φ

′
2

(
z2
n+1

)
< 0,

leading to∫ z2n+1

z2n

φ1Lqφ2 − φ2Lqφ1 = Wr
(
z2
n

)
−Wr

(
z2
n+1

)
≥ −Wr

(
z2
n+1

)
= −φ1

(
z2
n+1

)
φ′2
(
z2
n+1

)
> 0.
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iii) z1
m < z2

n < z2
n+1 ≤ z1

m+1: In this case we have φ1

(
z2
n

)
> 0, φ′2

(
z2
n

)
> and

lim
t→z2n+1

Wr (t) =

{
0 if z2

n+1 = 1
φ1

(
z2
n+1

)
φ′2
(
z2
n+1

)
if z2

n+1 < 1.

Thus, we obtain∫ z2n+1

z2n

φ1Lqφ2 − φ2Lqφ1 = Wr
(
z2
n

)
− lim
t→z2n+1

Wr (t)

≥ Wr
(
z2
n

)
= φ1

(
z2
n

)
φ′2
(
z2
n

)
> 0.

This ends the proof.

We end this section with the following lemma which is an adapted version of the
Sturmian comparison result.

Lemma 8. Let q ∈ Q and for i = 1, 2, mi ∈ Γ+ and wi ∈ C2 ([0, 1) ,R) satisfying

Lqwi = miwi in (x1, x2)

and suppose that w2 does not vanish identically, m1 ≥ m2 and m1 > m2 in a subset
of positive measure. If either

i) x2 < 1 and w2(x1) = w2(x2) = 0, or
ii) x2 = 1 and w2(x1) = limt→1wi(t) = 0 for i = 1, 2
then there exists τ ∈ (x1, x2) such that W 1(τ) = 0.

Proof.
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i) By the contrary suppose that w1 > 0 in (x1, x2) and without loss of generality
assume that w2 > 0 in (x1, x2) , then we have the contradiction:

0 ≥ w1 (x2)w′2 (x2)− w1 (x1)w′2 (x1) =∫ x2
x1
w2Lqw1 − w1Lqw2 =

∫ x2
x1

(m1 −m2)w1w2 > 0.

ii) By the contrary suppose that w1 > 0 in (x1, 1) and without loss of generality
assume that w2 > 0 in (x1, 1) , we have for t > x1 that

(w1 (t)w′2 (t)− w1 (t)w′2 (t))− w1 (x1)w′2 (x1) =∫ t
x1
w2Lqw1 − w1Lqw2 =

∫ t
x1

(m1 −m2)w1w2 > 0.

Since from Lemma 5 w1, w2 ∈W 1, we have

lim
t→1

(
w1 (t)w′2 (t)− w′1 (t)w2 (t)

)
= 0 (9)

and so, the contradiction

0 ≥ −w1 (x1)w′2 (x1) =

∫ 1

x1

(m1 −m2)w1w2 > 0.

The proof is complete.

2.4. The positive eigenvalue

The main result of this subsection concerns the existence of positive eigenvalues on
the bounded interval [θ, 1].

Theorem 9. For all q ∈ Q, m ∈ Γ++ and θ ∈ [0, 1) , the eigenvalue problem{
Lqu = µmu, in (θ, 1) ,
u(θ) = limt→1 u(t) = 0,

(10)

admits a unique positive eigenvalue µ+
1 (q,m, θ) . Moreover for q,m fixed, the func-

tion θ → µ1 (θ) := µ1 (q,m, θ) is continuous increasing and we have limθ→1 µ1(θ) =
+∞.

Proof. Let q ∈ Q, m ∈ Γ++, θ ∈ [0, 1) and let $ be a positive constant such that
q̂ = q +$m > 0 in [0, 1) . Consider the eigenvalue problem{

Lq̂u = µmu, in (θ, 1)
u(θ) = limt→1 u(t) = 0

(11)

123



A. Benmezai, S. Mellal and J. Henderson – Sturm-Liouville bvps . . .

and notice that µ0 is a positive eigenvalue of the bvp (11) if and only if µ0 −$ is a
positive eigenvalue of the bvp (10).

We have from Lemma 5 that µ is a positive eigenvalue of (11) if and only if µ−1

is a positive eigenvalue of the linear compact operator Lq̂,θ : W →W where

Lq̂,m,θu(t) =

∫ 1

0
Gq̂(θ, t, s)m(s)u(s)ds.

Let uθ ∈W be the function defined by

uθ(t) =

{
0 if t /∈

[
2θ+1

3 , 2+θ
3

]
,

(t− 2θ+1
3 )(2+θ

3 − t) if t ∈
[

2θ+1
3 , 2+θ

3

]
,

we have then Lq̂,m,θuθ(t) ≥ 0 = uθ(t) for t ∈
[
0, 2θ+1

3

]
∪
[

2+θ
3 , 1

]
and Lq̂,m,θuθ(t), uθ(t) >

0 for t ∈
(

2θ+1
3 , 2+θ

3

)
. This shows that Lq̂,m,θuθ ≥ cθuθ where

cθ = inf
{
Lq̂,θuθ(t)/uθ(t) : t ∈

(
2θ+1

3 , 2+θ
3

)}
> 0 and r(Lq̂,m,θ) > 0. We have from

the Krein-Rutman theorem, that r(Lq̂,θ) is a positive eigenvalue of Lθ having a pos-
itive eigenvector φθ. Obviously, µ̂1(θ, q̂,m) = 1/r(Lq̂,m,θ) is a positive eigenvalue of
the eigenvalue problem (11) and µ1(θ, q,m) = µ̂1(θ, q̂,m)−$ is a positive eigenvalue
of the eigenvalue problem (10).

Now, let us prove uniqueness of the positive eigenvalue. Suppose that λ is a
positive eigenvalue of the eigenvalue problem (10) having an eigenfunction ψ, we
have then

0 =

∫ 1

θ
ψLq̂φθ + φθLq̂ψ = (µ1(θ, q,m)− λ)

∫ 1

θ
mφθψ

leading to λ = µ1(θ, q,m).
Let now θ1, θ2 ∈ (0, 1) be such that θ1 < θ2 and set for i = 1, 2, µi = µ1(θi, q,m)

with the corresponding eigenfunction ψi. We have

0 > −ψ′2 (θ2)ψ1 (θ2) =
∫ 1
θ2
ψ2Lq̂ψ1 − ψ1Lq̂ψ′′2

= (µ1 − µ2)
∫ 1
θ2
mψ1ψ2

leading to µ1 < µ2, proving that the function θ → µ1(·) is an increasing.
At this stage let us prove the continuity of the function θ → µ1(·). Let [γ, δ] ⊂
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[0, 1] and θ1, θ2 ∈ [γ, δ] be such that θ1 < θ2. We have for all u ∈W with ‖ u ‖= 1∣∣Lq̂,m,θ2u (t)− Lq̂,m,θ1u (t)
∣∣

=

∣∣∣∣∫ 1

θ2

Gq̂ (θ2, t, s)muds−
∫ 1

θ1

Gq̂ (θ1, t, s)muds

∣∣∣∣
=


0, if t ≤ θ1 < θ2,∣∣∣∫ 1
θ1
Gq̂ (θ1, t, s)muds

∣∣∣ , if θ1 < t ≤ θ2,∣∣∣∫ 1
θ2
Gq̂ (θ2, t, s)muds−

∫ 1
θ1
Gq̂ (θ1, t, s)muds

∣∣∣ if θ1 < θ2 < t.

Set

χ = ‖m‖

[(∫ 1

γ
φq̂ds

)
φq̂(γ)

φ2
q̂(δ)

+Gq̂ + Φq̂ (γ) Ψq̂(δ)

]
then we have for θ2 ≥ t > θ1∣∣∣∫ 1

θ1
Gq̂ (θ1, t, s)muds

∣∣∣ ≤ ‖m‖ ∫ 1
θ1
Gq̂ (θ1, t, s) ds

= ‖m‖
(∫ 1

θ1
Gq̂ (t, s) ds− ψq(θ1)

φq(θ1)φq̂(t)
∫ 1
θ1
φq̂ds

)
= ‖m‖ (

∫ t
θ1
Gq̂ (t, s) ds+

∫ 1
t Gq̂ (t, s) ds

−ψq̂(θ1)

φq̂(θ1)φq̂(t)
∫ t
θ1
φq̂ds−

ψq̂(θ1)

φq̂(θ1)φq̂(t)
∫ 1
t φq̂ds)

= ‖m‖ (
∫ t
θ1
Gq̂ (t, s) ds− ψq̂(θ1)

φq̂(θ1)φq̂(t)
∫ t
θ1
φq̂ds) + ψq̂ (t)

∫ 1
t φq̂ds−

ψq̂(θ1)

φq̂(θ1)φq̂(t)
∫ 1
t Ψq̂ds)

= ‖m‖ (
∫ t
θ1
Gq̂ (t, s) ds− ψq̂(θ1)

φq̂(θ1)φq̂(t)
∫ t
θ1
φq̂ds) +

∫ 1
t φq̂ds

(
ψq̂(t)

φq̂(t)
− ψq̂(θ1)

φq̂(θ1)

)
φq̂(t))

≤ ‖m‖
[(∫ 1

γ φq̂ds
)
φq̂(γ)

φ2
q̂
(δ)

+Gq̂ + Φq̂ (γ) Ψq(δ)

]
|θ2 − θ1| ≤ χ |θ2 − θ1|

and for θ1 < θ2 < t,∣∣∣∫ 1
θ2
Gq̂ (θ2, t, s)muds−

∫ 1
θ1
Gq̂ (θ1, t, s)muds

∣∣∣ ≤∣∣∣∫ 1
θ2

(
Gq̂ (θ2, t, s)−Gq̂ (θ1, t, s)

)
muds

∣∣∣+
∣∣∣∫ θ2θ1 Gq̂ (θ1, t, s)muds

∣∣∣
=
∣∣∣(∫ 1

θ2
φq̂muds

)(
ψq̂(θ1)

φq̂(θ1) −
ψq̂(θ2)

φq̂(θ2)

)
φq̂(t)

∣∣∣+
∣∣∣∫ θ2θ1 Gq̂ (θ1, t, s)muds

∣∣∣
≤ ‖m‖

[(∫ 1
γ φq̂ds

)
φq̂(γ)

φ2
q̂
(δ)

+Gq̂

]
|θ2 − θ1| ≤ χ |θ2 − θ1| .

The above estimates show that the mapping θ → Lq̂,m,θ is locally Lipschitzian and
so, it is continuous. Let (θn) be a sequence converging to θ∗ and let θ−, θ+ be such
that (θn) ⊂ [θ−, θ+] . Therefore we have for all n ≥ 1,

0 < µ1(θ+) ≤ µ1(θn) ≤ µ1(θ−)
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and the sequence (µ1(θn, q̂,m)) converges (up to a subsequence) to some µ∗ > 0.
We conclude by Lemma 2.13 in [3] and by uniqueness of the positive eigenvalue that
µ∗ = µ1(θ∗). Thus, the continuity of the mapping µ1(·) is proved.

It remains to prove that

lim
θ→1

µ+
1 (θ) = lim

θ→1

1

r(Lq̂,m,θ)
= +∞.

We have for all u ∈W with ‖u‖ = 1

∣∣Lq̂,m,θu(t)
∣∣ ≤ ∫ 1

θ
Gq̂ (θ, t, s)m(s)ds

≤
∫ 1

θ
Gq̂ (t, s)m(s)ds+

Ψq̂ (θ)

Φq̂(θ)

∫ 1

θ
Φq̂(t)Φq̂(s)m(s)ds

≤
∫ 1

θ
Gq̂ (t, s)m(s)ds+ Ψq̂ (θ)

∫ 1

θ
Φq̂(s)m(s)ds.

Arguing as in the proof of Lemma 5, we obtain limθ→1 Ψq̂ (θ)
∫ 1
θ Φq̂(s)m(s)ds = 0 and

because of
∫ 1
θ Gq̂ (t, s)m(s)ds ≤ Gq̂

∫ 1
θ m(s)ds, we have limθ→1

∫ 1
θ Gq̂ (t, s)m(s)ds =

0 uniformely on [0, 1]. Therefore, we have proved that limθ→1 r(Lq̂,m,θ) = limθ→+∞
∥∥Lq̂,m,θ∥∥ =

0 and this ends the proof.

3. The half-eigenvalue problem

Consider for q ∈ Q, m ∈ Γ+ and α, β ∈ E the bvp:{
Lqu = λmu+ αu+ − βu−, in (0, 1)
u(0) = limt→1 u(t) = 0,

(12)

where λ is a real parameter.
Because that the function u→ λmu+αu+−βu− is linear on the cones {u ∈ E :

u ≥ 0 in [0, 1]} and {u ∈ E : u ≤ 0 in [0, 1]}, the bvp (12) is said to be half-linear.

Definition 1. We say that λ0 is a half-eigenvalue of (12) if there exists a nontrivial
solution (λ0, u0) of (12). In this situation, {(λ0, tu0), t > 0} is a half-line of non-
trivial solutions of (12) and µ0 is said to be simple if all solutions (λ0, u) of (12),
with uu0 > 0 in a right neighborhood of 0, are on this half-line. There may exist
another half-line of solutions {(λ0, tv0), t > 0}, but then we say that λ0 is simple,
if u0v0 < 0 in a right neighborhood of 0 and all solutions (λ0, v) of (12) lie on these
two half lines.
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The case of the bvp (12) where q ∈ E has been considered by Berestycki in [4].
He has proved that the bvp (12) admits two increasing sequences of half-eigenvalues.
So, the main goal of this section is to prove that the Berestycki result holds true for
the case q ∈ Q. We begin with the following list of lemmas.

Proposition 1. Let q ∈ Q, m ∈ Γ+ and α, β ∈ E. If (λ, φ) is a nontrivial solution
to the bvp (12), then φ ∈ Sνk for some integer k ≥ 1 and ν = + or −.

Proof. Let ε > 0 be small enough and let A > 0 be such that µ1(q−α,m+ε) > −A.
Consider the bvp {

Lq+Amu = λmu+ αu+ − βu− in (0, 1),

u (0) = limt→1 u (t) = 0,
(13)

and notice that λ is a half-eigenvalue of the bvp (13) if and only if (λ−A) is a
half-eigenvalue to the bvp (12). Thus, we have to prove that if (λ, φ) is a nontrivial
solution to the bvp (13), then φ ∈ Sνk for some integer k ≥ 1 and ν = + or −. To
this aim, let (λ, φ) is a nontrivial solution to the bvp (13), we claim first that all
zeros of φ in [0, 1) are simple. Indeed, noticing that the right hand-side in (13) is
Lipschitzian, if φ (x∗) = φ′ (x∗) = 0 for some x∗ ∈ [0, 1) then the standard existence
and uniqueness result of a solution to an initial value problem leads to φ = 0. This
contradicts (λ, φ) is a nontrivial solution to the bvp (13).

Now, we claim that φ has a finite number of zeros. To the contrary, assume that
φ has an infinite sequence of zeros, say (zn) such that lim zn = z∗, we distinguish
then the following two cases:

i. z∗ ∈ [0, 1), in this situation we have

φ (z∗) = limφ (zn) = 0 and φ′ (z∗) = lim
φ (zn)− φ (z∗)

zn − z∗
= 0.

This contradicts the simplicity of zeros of φ in [0, 1) .
ii. z∗ = 1, in this case φ satisfies for all n ≥ 1{

Lq+Amu = λmu+ αu+ − βu− in (0, 1),

u (zn) = limt→1 u (t) = 0.

Let for all n ≥ 1 µn = µ1(q + Am − α,m + ε, zn) the positive eigenvalue given
by Theorem 9 and let ψn the normalized positive eigenfunction associated with µn.
Notice that

µn = µ1(q+Am−α,m+ ε, zn) ≥ µ1(q+Am−α,m+ ε) = µ1(q−α,m+ ε) +A > 0.
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We claim now that for all integers n ≥ 1, λ > µn. Indeed, let l ≥ n be such that
φ > 0 in (zl, zl+1), we obtain from Lemma 7 that

0 <

∫ zl+1

zl

−ψnLqφ+ φLqψn + µnε

∫ zl+1

zl

φψn = (λ− µn)

∫ zl+1

zl

mφψn

leading to λ > µn.
Therefore, we obtain from Theorm 9 the contradiction

λ ≥ limµn = limµ1(q +Am− α,m+ ε, zn) = +∞.

This completes the proof of the lemma.

Proposition 2. For q ∈ Q, m ∈ Γ+, α, β ∈ E, k ≥ 1 and ν = + or − the bvp (12)
admits at most one half eigenvalue having an eigenfunction in Sνk .

Proof. Let (λ1, φ1) and (λ2, φ2) be two nontrivial solutions to the bvp (12) such that
λ1 6= λ2 and φ1, φ2 ∈ Sνk for some integer k ≥ 1 and ν = +,−, and denote for i = 1, 2(
zij

)j=k
j=0

the sequence of zeros of φi. First, we claim that there exists j0 such that

z1
j0
6= z2

j0
; indeed, assume that φ1

(
z2
j

)
= 0 for all j ∈ {1, ..., k − 1} and λ1 < λ2 and

note that there exists j1 ∈ {1, ..., k − 1} such that meas
(
{m > 0} ∩

(
z2
j1
, z2
j1+1

))
>

0 and φ1φ2 > 0 in
(
z2
j1
, z2
j1+1

)
. Applying Lemma 8, we conclude that there is

τ ∈
(
z2
j1
, z2
j1+1

)
such that φ1 (τ) = 0 and this contradicts φ1 ∈ Sνk .

Now, let k1 = max
{
l ≤ k : z1

j = z2
j for all j ≤ l

}
and (ξj)

j=k−k1
j=0 and (ηj)

j=k−k1
j=0

be the families defined by ξj = z1
k1+j and ηj = z2

k1+j and without loss of generality,

assume that ξ1 = z1
k1+1 < η1 = z2

k1+1. We obtain from Lemma 6 that there exist two
integers m,n ≥ 1 having the same parity such that

ξm = z1
k1+m < ηn = z2

k1+n < ηn+1 = z2
k1+n+1 ≤ ξm+1 = z1

k1+m+1

and we have from Lemma 7 that

0 <

∫ ξ1

ξ0

φ2Lqφ1 − φ1Lqφ2 = (λ1 − λ2)

∫ ξ1

ξ0

mφ1φ2 (14)

0 <

∫ ηn+1

ηn

φ1Lqφ2 − φ2Lqφ1 = (λ2 − λ1)

∫ ηn+1

ηn

mφ1φ2. (15)

Therefore, we obtain from (14) that λ1 > λ2, and from (15) the contradiction
λ1 < λ2. This ends the proof.
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Proposition 3. Let q ∈ Q, m ∈ Γ+, α, β ∈ E and assume that (λ1, φ1), (λ2, φ2)

are two solutions of the bvp (12) such that φi ∈ Ski,νρ for i = 1, 2. If k2 > k1 then
λ2 > λ1.

Proof. By the way of contradiction assume that λ2 ≤ λ1 and let for i = 1, 2,
(
zij

)j=k
j=0

be the sequence of zeros of φi. Set k∗ = max
{
l ≤ k : z1

j = z2
j for all j ≤ l

}
and

consider (ξj)
j=k−k1
j=0 and (ηj)

j=k−k1
j=0 the families defined by ξj = z1

k∗+j
and ηj = z2

k∗+j
.

We distinguish then two cases.

i) ξ1 = z1
k∗+1 > η1 = z2

k∗+1. In this case we have from Lemma 7

0 <

∫ η1

η0

φ1Lqφ2 − φ2Lqφ1 = (λ2 − λ1)

∫ η1

η0

mφ1φ2

leading to the contradiction λ1 < λ2.

ii) ξ1 = z1
k∗+1 < η1 = z2

k∗+1. In this case, Lemma 6 guarantees existence of two
integers m,n having the same parity such that

ξm = z1
k1+m < ηn = z2

k1+n < ηn+1 = z2
k1+n+1 ≤ ξm+1 = z1

k1+m+1.

and we have from Lemma 7

0 <

∫ ηn+1

ηn

φ1Lqφ2 − φ2Lqφ1 = (λ2 − λ1)

∫ ηn+1

ηn

mφ1φ2,

leading also to the contradiction λ1 < λ2.

This ends the proof.

Proposition 4. Let q ∈ Q, m ∈ Γ+ and α, β ∈ E. If λ is a half-eigenvalue of the
bvp (12), then λ is simple.

Proof. Let λ be a half-eigenvalue of the bvp (12) having two eigenfunctions φ1, φ2

and without loss of generality, assume that φ1, φ2 > 0 in a right neighborhood of
0. Because of Proposition 3 we have that φ1, φ2 ∈ S+

k for some integer k ≥ 1. For

i = 1, 2, let (zij)
j=k−1
j=0 be the sequence of zeros of φi. We have that z1

j = z2
j for all

j = 0, . . . , k. By induction, clearly z1
0 = z2

0 = 0 and if z1
j = z2

j then z1
j+1 = z2

j+1.

Indeed, if for example z1
j+1 < z2

j+1, then Lemma 7 leads to the contradiction

0 <

∫ z1j+1

z1j

φ2Lqφ1 − φ1Lqφ2 = 0.
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Because of the positive homogeneity of (12) and φ1, φ2 ∈ S+
k , φ′1(0) > 0, φ′2(0) >

0 and ψ1 = (φ′1(0))−1 φ1, ψ2 = (φ′2(0))−1 φ2 are eigenfunctions associated with λ
satisfying

ψ1(0) = ψ2(0) = 0 and ψ′1(0) = ψ′2(0) = 1.

Therefore, ψ = ψ1 − ψ2 satisfies{
Lqψ = µmψ + αψ+ − βψ− in (0, z1

j ),

ψ(0) = ψ′(0) = 0,

proving that ψ1 = ψ2 in [0, 1]. This completes the proof.

In what follows and when for functions q ∈ Q, m ∈ Γ+ and α, β ∈ E the half-
eigenvalue of the bvp (12) associated with an eigenfunction in Sνk exists, this will be
denoted by λνk(q,m, α, β).

Proposition 5. Let q1, q2 ∈ Q, m ∈ Γ+, α1, α2, β1, β2 ∈ E and assume that for
some k ≥ 1 and ν = ±, λνk(q1,m, α1, β1), λνk(q2,m, α1, β1), λνk(q1,m, α2, β1) and
λνk(q1,m, α1, β2) exist.

1. If α1 ≤ α2 a.e. in (0, 1), then λνk(q1,m, α1, β1) ≥ λνk(q1,m, α2, β1).

2. If β1 ≤ β2 a.e. in (0, 1), then λνk(q1,m, α1, β1) ≥ λνk(q1,m, α1, β2).

3. If q1 ≤ q2 a.e. in (0, 1), then λνk(q1,m, α1, β1) ≤ λνk(q2,m, α1, β1).

Proof. We present the proof of Assertion 1. Assertion 2 is checked similarly and
Assertion 3 is a consequence of Assertions 2 and 1. Suppose that α1 ≤ α2 and for
i = 1, 2, set λi = λνk(m,αi, β1). Let φi be the eigenfunction associated with λi having

a sequence of zeros (zij)
j=k
j=0. We distinguish two cases:

i). z1
j = z2

j for all j ∈ {1, . . . , k − 1}. Let j1 ∈ {1, . . . , k − 1} be such that

meas({m > 0} ∩ (z2
j1
, z2
j1+1)) > 0, we have

0 =
∫ z2j1+1

z2j1
φ2Lqφ1 − φ1Lqφ2 = (λ1 − λ2)

∫ z2j1+1

z2j1
mφ1φ2

+
∫ z2j1+1

z2j1

(
α1φ

+
1 φ2 − α2φ

+
2 φ1

)
+
∫ z2j1+1

z2j1

(
β1φ

−
1 φ2 − β1φ

−
2 φ1

)
= (λ1 − λ2)

∫ z2j1+1

z2j1
mφ1φ2 +

∫ z2j1+1

z2j1

(
α1φ

+
1 φ2 − α2φ

+
2 φ1

)
.

(16)

Thus, from (16) in both the case φ1, φ2 > 0 in (z2
j1
, z2
j1+1) and the case φ1, φ2 < 0 in

(z2
j1
, z2
j1+1), we obtain λ1 ≥ λ2.
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ii) z1
j0
6= z2

j0
for some j0: In this case set k1 = max{l ≤ k : z1

j = z2
j for all j ≤ l}.

If z1
k1+1 < z2

k1+1, then

0 <

∫ z1k1+1

z1k1

φ2Lqφ1 − φ1Lqφ2 = (λ1 − λ2)

∫ z1k1+1

z1k1

mφ1φ2 +

∫ z1k1+1

z1k1

(α1 − α2)φ1φ2

proving that µ1 > µ2 and if z2
k1+1 < z1

k1+1 then considering the families (ξj)
j=k−k1
j=0

and (ηj)
j=k−k1
j=0 with ξj = z1

k1+j and ηj = z2
k1+j , we obtain from Lemma 6 that there

exist two integers m,n ≥ 1 having the same parity such that

ξm = z2
k1+m < ηn = z1

k1+n < ηn+1 = z1
k1+n+1 ≤ ξm+1 = z2

k1+m+1.

Therefore, we obtain from Lemma 7

0 <

∫ ηn+1

ηn

φ2Lqφ1 − φ1Lqφ2 = (λ1 − λ2)

∫ ηn+1

ηn

mφ1φ2 +

∫ ηn+1

ηn

(α1 − α2)φ1φ2,

leading to λ1 > λ2.
This completes the proof.

Proposition 6. Let q ∈ Q, m1,m2 ∈ Γ+ and α, β ∈ E. Assume that m1 ≤ m2 in
(0, 1), m1 < m2 in a subset of positive measure and λνk(q,m1, α, β), λνk(q,m2, α, β)
exist for some integer k ≥ 1 and ν = + or −. If either λνk(q,m1, α, β) ≥ 0 or
λνk(q,m2, α, β) ≥ 0, then λνk(q,m1, α, β) > λνk(q,m2, α, β) and if either λνk(q,m1, α, β) ≤
0 or λνk(q,m2, α, β) ≤ 0, then λνk(q,m1, α, β) < λνk(q,m2, α, β).

Proof. Assume that for i = 1, 2 λi = λνk(m1, α, β) exists and has an eigenfunction

φi having a sequence of zeros (zij)
j=k
j=0. First, we claim that there exists j0 such that

z1
j0
6= z2

j0
. Indeed, if φ1(z2

j ) = 0 for all j ∈ {1, . . . , k − 1} and j1 ∈ {1, . . . , k − 1} is

such that meas({m2 > m1}∩ (z2
j1
, z2
j1+1)) > 0, then taking in account that φ1φ2 > 0

in (z2
j1
, z2
j1+1), we obtain by means of Lemma 8 in the case λ1 ≤ λ2 (the other caes is

checked similarly) that there exists τ ∈ (z2
j1
, z2
j1+1) such that φ1(τ) = 0. Obviously,

this contradicts φ1 ∈ Sνk .

Now, let k1 = max{l ≤ k : z1
j = z2

j for all j ≤ l}, and (ξj)
j=k−k1
j=0 and (ηj)

j=k−k1
j=0

be the families defined by ξj = z1
k1+j and ηj = z2

k1+j . Assume that λ1 ≥ 0 or λ2 ≥ 0,
we distinguish then two cases.
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i. ξ1 = z1
k1+1 < η1 = z2

k1+1: In this case we have from Lemma 7

0 <

∫ ξ1

ξ0

φ2Lqφ1 − φ1Lqφ2 =

∫ ξ1

ξ0

(λ1m1 − λ2m2)φ1φ2

= (λ1 − λ2)

∫ ξ1

ξ0

m1φ1φ2 + λ2

∫ ξ1

ξ0

(m1 −m2)φ1φ2

= (λ1 − λ2)

∫ ξ1

ξ0

m2φ1φ2 + λ1

∫ ξ1

ξ0

(m1 −m2)φ1φ2

and this proves that in both the cases λ1 ≥ 0 and λ2 ≥ 0, we have λ1 > λ2.
ii. ξ1 = z1

k1+1 > η1 = z2
k1+1: In this case Lemma 6 guarantees existence of two

integers m,n having the same parity such that

ηn = z2
k1+n < ξm = z1

k1+m < ξm+1 = z1
k1+m+1 ≤ ηn+1 = z2

k1+n+1.

As above, we have from Lemma 7

0 <

∫ ξm+1

ξm

φ1Lqφ2 − φ2Lqφ1 =

∫ ξm+1

ξm

(λ2m2 − λ1m1)φ1φ2

= (λ2 − λ1)

∫ ξm+1

ξm

m2φ1φ2 + λ1

∫ ξm+1

ξm

(m2 −m1)φ1φ2

= (λ1 − λ2)

∫ ξm+1

ξm

m2φ1φ2 + λ1

∫ ξm+1

ξm

(m1 −m2)φ1φ2

and this proves that in both the cases λ1 ≥ 0 and λ2 ≥ 0, we have λ1 > λ2.
Assume that λ1 ≤ 0 or λ2 ≤ 0, we distinguish then two cases.
iii. ξ1 = z1

k1+1 > η1 = z2
k1+1: In this case we have from Lemma 7

0 >

∫ η1

η0

φ2Lqφ1 − φ1Lqφ2 =

∫ η1

η0

(λ1m1 − λ2m2)φ1φ2

= (λ1 − λ2)

∫ η1

η0

m1φ1φ2 + λ2

∫ η1

η0

(m1 −m2)φ1φ2

= (λ1 − λ2)

∫ η1

η0

m2φ1φ2 + λ1

∫ η1

η0

(m1 −m2)φ1φ2

and this proves that in both the cases λ1 ≤ 0 and λ2 ≤ 0, we have λ1 < λ2.
iv. ξ1 = z1

k1+1 < η1 = z2
k1+1: In this case Lemma 6 guarantees existence of two

integers m,n having the same parity such that

ξm = z1
k1+m < ηn = z2

k1+n < ηn+1 = z2
k1+n+1 ≤ ξm+1 = z1

k1+m+1.
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As above, we have from Lemma 7

0 >

∫ ηn+1

ηn

φ1Lqφ2 − φ2Lqφ1 =

∫ ηn+1

ηn

(λ2m2 − λ1m1)φ1φ2

= (λ2 − λ1)

∫ ηn+1

ηn

m2φ1φ2 + λ1

∫ ηn+1

ηn

(m2 −m1)φ1φ2

= (λ1 − λ2)

∫ ηn+1

ηn

m2φ1φ2 + λ1

∫ ηn+1

ηn

(m1 −m2)φ1φ2

and this proves that in both the cases λ1 ≤ 0 and λ2 ≤ 0, we have λ1 < λ2. The
proof is complete.

Lemma 10. Let (φn) be a sequence in Sνk converging in W 1 to some φ ∈ Sκl , then
l ≤ k and κ = ν.

Proof. On the contrary suppose that φ ∈ Sνl for some l > k and let (zj)
j=l
j=0 be the

sequence of zeros of φ. Let δ > 0 be small enough that there exists an integer n∗ ≥ 1
such that φφn∗ > 0 in the intervals [δ, z1 − δ] and [zj + δ, zj+1 − δ] for j = 1, ...., l−2.

Also, for each integer j ∈ {1, ...., l − 1} there exists nj ≥ n∗ such that the function
φnj has exactly one zero in [zj + δ, zj+1 − δ] . Otherwise if there is a subsequence
(φni) such that for all i ≥ 1, φni has at least two zeros, then we can choose x1

ni and
x2
ni in [zj + δ, zj+1 − δ] such that

φ′ni
(
x1
ni

)
≤ 0 ≤ φ′ni

(
x2
ni

)
.

Let
x1

inf = lim inf x1
ni x1

sup = lim supx1
ni

x2
inf = lim inf x2

ni x2
sup = lim inf x2

ni .

Hence, we have since φ = limφn in W 1,

φ
(
x1

inf

)
= φ

(
x2

inf

)
= φ

(
x1

sup

)
= φ

(
x2

sup

)
= 0

leading to limx1
ni = limx2

ni = zj then to

φ′ (zj) = limφ
′
nl

(
x1
ni

)
= limφ′nl

(
x2
ni

)
= 0,

contradicting the simplicity of zj .
Now, we claim that there exists n0 ∈ N such that for all n ≥ n0, φφn > 0 in

(0, δ) . Indeed, if there a subsequence (φni) such that for all i ≥ 1, φni has at least
a zero xni with νφ′ni (xni) < 0, then we obtain as above for x− = lim inf xni and
x+ = lim supxni φ (x−) = φ (x+) = 0 and x− = x+ = 0. Therefore, we have

0 < νφ′ (0) = lim νφ
′
ni (xni) ≤ 0,

contradicting the simplicity of the zero z0 = 0. The proof of the lemma is complete.
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Proposition 7. Let q ∈ Q, m ∈ Γ+, α, β ∈ E and let (mn) be a sequence of
functions in Γ+ such that limmn = m in E. If for some integer k ≥ 1 and ν = + or
−, λνk (q,mn, α, β) exits for all n ≥ 1 with limn→+∞ λ

ν
k (q,mn, α, β) = λ ∈ R, then

λ = λνk (q,m, α, β) .

Proof. Let for all integers n ≥ 1 φn ∈ Sνk be the normalized eigenfunction associated
with λνk,n = λνk (q,mn, α, β) = λνk (q+,mn, α+ q−, β + q−) . Therefore, we have for
all integers n ≥ 1

φn (t) = λνk,nLq+,mnφn (t) + L+
q+,α+q−φn (t)− L−

q+,β+q−φn (t) .

Since all the operators in the above equation are compact and (φn) is bounded, up
to a subsequence, (φn) converges to some φ with ‖φ‖ = 1 and

φ (t) = λνkLq+,mφ (t) + L+
q+,α+q−φ (t)− L−

q+,β+q−φ (t) .

This proves that λνk is a half-eigenvalue of the bvp (12).
We have from Lemma 10 that φ ∈ Sνl with l ≤ k. Let us prove that l = k. We

claim that there is an integer n+ ≥ 1 such that φφn+ > 0 in (zl−1 + δ, 1) . Indeed, if
there a subsequence (φni) such that for all i ≥ 1, φni has at a zero xni ∈ (zl−1 + δ, 1)
and φni does not vanish in (xni , 1) then

λνk,n = µ1(q +Am− ω,m+ ε, xni) ≥ µ1(q +Am− ω,m+ ε, xni)

where

ω =

{
α if φni > 0 in (xni , 1)
β if φni < 0 in (xni , 1)

and ω = max (|α| , |β|) .
Passing to the limit, we obtain the contradiction

+∞ > λνk ≥ limµ1(q +Am− ω,m+ ε, xni) = +∞.

From all the above, we obtain for all n ≥ max {n∗, n+, n1, ....nl−1} φni belongs
to Sνl , and l = k. The proof is complete.

Lemma 11. ([2])Let q ∈ Q, m ∈ Γ++ and α, β ∈ E. For all θ ∈ (0, 1) the bvp{
Lqu = λmu+ αu+ − βu−, in (0, θ) ,
u(0) = u(θ) = 0,

admits two increasing sequence of simple half eigenvalues
(
λ+
k (q,m, α, β, θ)

)
k≥1

and(
λ−k (q,m, α, β, θ)

)
k≥1

such that for all integers k ≥ 1 and ν = + or −, the corre-

sponding half-line of solutions lies on {λνk(q,m, α, β, θ)} × Sνk ,. Moreover, for all
integers k ≥ 1 and ν = + or −, the function θ → λνk (θ) := λνk (θ, q,m, α, β, θ) is
continuous decreasing and limθ→0 λ

ν
k(θ) = +∞.
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Lemma 12. For all functions q ∈ Q, m ∈ Γ++ and α, β ∈ E, the bvp (12) admits
two increasing sequences of half-eigenvalues

(
λ+
k (q,m, α, β)

)
k≥1

and
(
λ−k (q,m, α, β)

)
k≥1

such that for all integers k ≥ 1 and ν = + or −, the corresponding half-line of solu-
tions lies on {µνk(m,α, β)} × Sνk .

Proof. Let q ∈, Q,m ∈ Γ++ and α, β ∈ E. Clearly for k = 1, we have λ+
k (q,m, α, β) =

µ+
1 (q−α,m, 0) and λ−k (q,m, α, β) = µ+

1 (q−β,m, 0) that existence is guaranteed by
Theorem 9. Fix k ≥ 2, ν = + or − and set ω1 = α and ω2 = β. Let for θ ∈ (0, 1)
λνk−1(θ) = λνk−1(q, ,m, α, β, θ) and for i = 1, 2 µi(θ) = µνl (q − ωi,m, θ) given respec-
tively by Lemma 11 and Theorem 9. Because that the function λνk−1(·) is decreasing,
the functions µi(·) are increasing and

lim
θ→0

λνk−1(θ) = lim
θ→1

µi(θ) = +∞,

the equation λνk−1(θ) = µi(θ) admits a unique solution θk,i ∈ (0, 1) .
Let for θ ∈ (0, 1) , ψθ be the eigenfunction associated with λνk−1(θ) and for i = 1, 2

φθ,i be the eigenfunction associated with µi(θ). We distinguish the following cases:
a) ψ′θ (θ) > 0 for all θ ∈ (0, 1). In this case λνk = λνk−1(θk,1) = µi(θk,1) is the

half-eigenvalue having as an eigenfunction the function ψk ∈ Sνk defined by

ψk(t) =

{
ψθk,1(t) for t ∈ [0, θk,1] ,

φθk,1,1(t)
(
ψθk,1 (θk,1) /φ′θk,1,1 (θk,1)

)
for t ∈ [θk,1, 1] .

b) ψ′θ (θ) < 0 for all θ ∈ (0, 1). In this case λνk = λνk−1(θk,2) = µi(θk,2) is the
half-eigenvalue having as an eigenfunction the function ψk ∈ Sνk defined by

ψk(t) =

{
ψθk,2(t) for t ∈ [0, θk,2] ,

φθk,2(t)
(
ψθk,2 (θk,2) /φ′θk,2 (θk,2)

)
for t ∈ [θk,2, 1] .

This ends the proof.

Lemma 13. Let q ∈ Q, m ∈ Γ++ and set for all k ≥ 1

µk(q,m) = λ+
k (q,m, 0, 0) = λ−k (q,m, 0, 0).

Then for any interval [γ, δ] ⊂ (0, 1), µk(q,m) < µk(q,m, [γ, δ]) where (µk(q,m, [γ, δ]))
is the sequence of eigenvalues of the bvp{

Lqu = µmu, in (γ, δ) ,
u(γ) = u(δ) = 0.
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Proof. Fix k ≥ 1 and set µ1 = µk(q,m) and µ2 = µk(q,m, [γ, δ]). Let for i = 1, 2, φi

be an eigenfunction associated with µi, having a sequence of zeros
(
zij

)j=k
j=0

, and

without loss of generality, suppose that φ1φ2 > 0 in a right neighborhood of γ. We
distinguish two cases.

i) φ2 > 0 in (γ, δ) (i.e. k = 1): In this case we obtain by Lemma 7

0 <

∫ δ

γ
φ1Lqφ2 − φ2Lqφ1 = (µ2 − µ1)

∫ δ

γ
mφ1φ2

leading to µ2 > µ1.

ii) φ2 (t0) = 0 for some t0 ∈ (γ, δ): In this case consider the family (ξj)
j=k0
j=0 defined

by ξ0 = γ, ξk0 = δ and φ1 (ξj) = 0 for j ∈ {1, ..., k0 − 1} and note that k0 ≤ k.
Thus, we have from Lemma 6 that there exist two integers m,n having the
same parity, such that ξm < z2

n < z2
n+1 ≤ ξm+1. Therefore, we have φ1, φ2 > 0

in
(
z2
n, z

2
n+1

)
and we obtain by Lemma 7

0 <

∫ z2n+1

z2n

φ1Lqφ2 − φ2Lqφ1

= (µ2 − µ1)

∫ z2n+1

z2n

mφ1φ2

leading to µ2 > µ1.

This ends the proof.

Theorem 14. For all q ∈ Q, m ∈ Γ+ and α, β ∈ E the bvp (12) admits two increas-
ing sequences of simple half-eigenvalues

(
λ+
k (q,m, α, β)

)
k≥1

and
(
λ−k (q,m, α, β)

)
k≥1

such that for all integers k ≥ 1, the corresponding half-line of solutions lies on
{µνk(m,α, β)} × Sνk , ν = +,− with limk→∞ µ

ν
k(q,m, α, β) = +∞, aside from these

solutions and the trivial one, there are no other solutions of (12). Furthermore, for
k ≥ 1 and ν = + or −, the half-eigenvalue λνk (·, ·, ·, ·) has the following properties:

1. Let q ∈ Q, m ∈ Γ+ and α1, α2, β ∈ E. If α1 ≤ α2 in (0, 1), then λνk(q,m, α1, β) ≥
λνk(q,m, α2, β).

2. Let q ∈ Q, m ∈ Γ+ and α, β1, β2 ∈ E. If β1 ≤ β2 in (0, 1), then λνk(q,m, α, β1) ≥
λνk(q,m, α, β2).

3. Let q1, q2 ∈ Q, m ∈ Γ+ and α, β ∈ E. If q1 ≤ q2 in (0, 1), then λνk(q1,m, α, β) ≤
λνk(q2,m, α, β).

136



A. Benmezai, S. Mellal and J. Henderson – Sturm-Liouville bvps . . .

4. Let m1,m2 ∈ Γ+, α, β ∈ E, with m1 ≤ m2 in (0, 1) and m1 < m2 in a
subset of positive measure. If λνk(m1, α, β) ≥ 0 or λνk(m2, α, β) ≥ 0, then
λνk(q,m1, α, β) > λνk(q,m2, α, β) and if λνk(q,m1, α, β) ≤ 0 or λνk(q,m2, α, β) ≤
0, then λνk(q,m1, α, β) < λνk(q,m2, α, β).

5. If m ∈ Γ+ and (mn) ⊂ Γ+ are such that limmn = m in E, then lim
n→∞

λνk(q,mn, α, β) =

λνk(q,m, α, β) for all α,β ∈ E.

Proof. Let q ∈ Q, m ∈ Γ+, α, β ∈ E and (εn) be a decreasing sequence of real num-
bers converging to 0 and letA > 0 be such that min (µ1(q − α,m+ ε1), µ1(q − β,m+ ε1)) >
−A. Consider the BVP{

Lq+Amu = λmu+ αu+ − βu− in (0, 1),

u (0) = limt→1 u (t) = 0,
(17)

and notice that λ is a half-eigenvalue of the (17) if and only if (λ−A) is a half-
eigenvalue of the bvp (12). Let for k and ν fixed, λνk,n = λνk(q + Am,m + εn, α, β)
and let [γ, δ] ⊂ (ξ, η) be such that m > 0 a.e. in (γ, δ).

First, because of

λνk,1 = λνk(q +Am,m+ ε1, α, β) ≥ λν1(q,m+ ε1, α, β) +A

≥ min (µ1(q − α,m+ ε1), µ1(q − β,m+ ε1)) +A > 0,

we have by Proposition 6 that for all n ∈ N, λνk,n+1 ≥ λνk,n ≥ λνk,1 > 0.
Set q̃ = q + Am + (|α|+ |β|) , Proposition 5, Lemma 13 and Proposition 6 lead

to
0 < λνk,n ≤ µk(q̃,m+ εn) ≤ µk(q̃,m+ εn, [γ, δ]) ≤ µk(q̃,m, [γ, δ])

proving that limλνk,n = λνk ∈ R. Thus, we conclude from Proposition 11 that λνk =
λνk(q +Am,m,α, β).

Now, we need to prove that limk→∞ λ
ν
k(q +Am,m,α, β) = +∞. To this aim set

ω = |α|+ |β| and let B > 0 be such that q = q+Am−ω+B (m+ ε1) > 0 in [0, 1) .
We have then from Propositions 5 and 6:

λνk(q +Am,m,α, β) ≥ λνk(q +Am,m+ ε1, α, β)

≥ λνk(q +Am,m+ ε1, ω, ω)

≥ λνk(q +Am,m+ ε1, ω, ω)

= µk(q +Am− ω,m+ ε1)

= µk(q,m+ ε1)−B.
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Because that (µk(q,m+ ε1)) is the sequence of characteristic-values of the positive
compact operator Lq,m+ε1 : W →W defined for u ∈W by

Lq,m+ε1u(t) =

∫ 1

0
Gq(t, s) (m (s) + ε1)u(s)ds,

we have that limk µk(q,m+ε1) = +∞, proving that limk λ
ν
k(q+Am,m,α, β) = +∞.

At the end, Assertions 1, 2, 3, 4 and 5 follow from Propositions 1-7.

For the particular case of the bvp (12) where α = β = 0, namely for the bvp{
Lqu = µmu, in (0, 1)
u(0) = limt→1 u(t) = 0,

(18)

we obtain from Theorem the following corollary.

Corollary 15. For all pairs (q,m) in Q×Γ+, the set of eigenvalues of the bvp (18)
consists in an unbounded increasing sequence of simple eigenvalues (µk(q,m))k≥1

such that eigenfunctions associated with µk(q,m) belong to Sk. Moreover, the map-
ping µk(·, ·) has the following properties:

1. Let q ∈ Q, m1,m2 ∈ Γ+ with m1 ≤ m2 in (0, 1) and m1 < m2 in a subset
of positive measure. If µk(q,m1) ≥ 0 or µk(q,m2) ≥ 0, then µk(q,m1) >
µk(q,m2) and if µk(q,m1) ≤ 0 or µk(q,m2) ≤ 0, then µk(q,m1) < µk(q,m2).

2. If m ∈ Γ+ and (mn) ⊂ Γ+ are such that limmn = m in E, then limn→∞ µk(q,mn) =
µk(q,m).

3. Let q1, q2 ∈ Q and m ∈ Γ+. If q1 ≤ q2, then µk(q1,m) ≤ µk(q2,m) for all
k ≥ 1.

The following proposition is a consequence of Assertion 2 in Corollary 15 and it
will be used in the following section.

Proposition 8. Let q ∈ Q and m ∈ Γ+ be such that µk(q,m) = 1 for some integer
k ≥ 1. Then there exists ε0 > 0 such that for all p ∈ Γ+ with ‖p−m‖ ≤ ε0,
µl(q, p) = 1 implies l = k.

Proof. Let ε0 > 0 be such that ε0 < min(µk+1(q,m)−µk(q,m), µk(q,m)−µk−1(q,m)).
Because of the continuity of the functions µk−1(q,m), µk+1(q,m), there exists ε0 > 0
such that for all p ∈ Γ+, ‖p−m‖ ≤ ε0 implies

µk−1(q,m)− ε0 ≤ µk−1(q, p) ≤ µk−1(q,m) + ε0 (19)
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and
µk+1(q,m)− ε0 ≤ µk+1(q, p) ≤ µk+1(q,m) + ε0. (20)

Let p ∈ Γ+ with ‖p−m‖ ≤ ε0 and suppose that µl(q, p) = 1 for some integer
l ≥ 1. If l < k, we have then from (19) the contradiction

1 = µl(q, p) ≤ µk−1(q, p) ≤ µk−1(q,m) + ε0 < µk(q,m),

and if l > k, we have then from (20) the contradiction

1 = µl(q, p) ≥ µk+1(q, p) ≥ µk+1(q,m)− ε0 > µk(q,m) = 1.

This shows that l = k and the lemma is proved.

4. Nodal solutions to the nonlinear bvp

4.1. Main results

In all this section, ρ is a positive real parameter, q is a function in Q, m, α and β are
functions in E and f : [0, 1] × (Rr {0}) → R is continuous function. Main results
of this section concern existence of nodal solutions to the bvp{

Lqu = ρuf(t, u) in (0, 1)
u(0) = limt→1 u(t) = 0,

(21)

where the function f is assumed to satisfy one of the following Hypotheses (22), (23)
and (24). 

limu→0 f(t, u) = m(t),
limu→−∞ f(t, u) = β(t) and
limu→+∞ f(t, u) = α(t) in E.

(22)

{
limu→0 f(t, u) = m(t) in E and
lim|u|→+∞

(
inft∈[0,1] f(t, u)

)
= +∞. (23)

limu→0 uf(t, u) = 0,
limu→0

(
inft∈[0,1] f(t, u)

)
= +∞,

limu→−∞ f(t, u) = β(t) and
limu→+∞ f(t, u) = α(t) in E.

(24)

Remark 1. Notice that if the nonlinearity f satisfies one of the Hypotheses (22),
(24) and (23), then there is ω0 ∈ Γ++ such that f(t, u) + ω0 (t) > 0 for all t ∈ [0, 1]
and u ∈ R.
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The statements of the main results of this section and their proofs require intro-
ducing some notations. In all this section we let:

q̃ = q+ + ρ (m− + 2ω0) , m̃ = ρ (m+ + 2ω0) + q−, f̃(t, u) = ρ (f(t, u)−m) ,

α̃ = ρ (α−m) , β̃ = ρ (β −m) , ϕ = inf (α, β) and ψ = sup (α+, β+) ,

where ω0 is as in Remark 1.
Since in all this section the weight q is fixed in Q, we let for all χ ∈ Γ+ and all

k ≥ 1, µk (χ) = µk (q, χ) . In particular we let for all k ≥ 1 and ν = + or −,

µ̃k = µk (q̃, m̃) , λ̃νk = λνk

(
q̃, m̃, α̃, β̃

)
.

The operators T0, T∞ : W →W are defined as follows

T0u(t) =
∫ 1

0 Gq̃(t, s)u(s)f̃(s, u(s))ds,
T∞u(t) = T0u(t)− L+

q̃,α̃u(t) + L−
q̃,β̃
u(t)

=
∫ 1

0 Gq̃(t, s)u(s)f∗(s, u(s))ds,

where f∗(s, u) = uf̃(s, u) − α̃u+ + β̃u−. We have from Lemma 5 that T0, T∞ are
completely continuous.

The following Theorems 16, 18 and 17 are the main results of this section. They
provide respectively existence and multiplicity results for the cases where the non-
linearity f is asymptoticaly linear, sublinear and superlinear.

Theorem 16. Assume that Hypothesis (22) holds true.

1. Let i, j be two integers such that i ≥ j ≥ 1. The bvp (21) admits in each of
S+
j , . . . , S

+
i , S

−
j , , . . . , S

−
i a solution if one of the following Hypothesis (25), (26),

(27) and (28) holds true.

ϕ,m+ ∈ Γ+ and µi(ϕ) < ρ < µj(m
+), (25){

ϕ ∈ Γ+,m+ = 0, µi(ϕ) < ρ and
µj(χ0) > 0 for some χ0 ∈ Γ+ (26)

ψ,m ∈ Γ+ and µi < ρ < µj(ψ), (27){
m ∈ Γ+, ψ = 0, µi(m) < ρ and
µj(χ0) > 0 for some χ0 ∈ Γ+.

(28)
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2. Let i, j be two integers such that i ≥ j ≥ 1 and i ≥ 2(j − 1). The bvp (21)
admits in each of S+

2j , . . . , S
+
i , S

−
2j−1, . . . , S

−
i a solution if one of the following

Hypothesis (29) and (30) holds true.

m,β+ ∈ Γ+ and µi(m) < ρ < µj(β
+), (29){

m ∈ Γ+, β+ = 0, µi(m) < ρ and
µj(χ0) > 0 for some χ0 ∈ Γ+.

(30)

3. Let i, j be two integers such that i ≥ j ≥ 1 and i ≥ 2(j − 1). The bvp (21)
admits in each of S+

2j−1, . . . , S
+
i , S

−
2j , . . . , S

−
i a solution if one of the following

Hypothesis (31) and (32) holds true.

m,α+ ∈ Γ+ and µi(m) < ρ < µj(α
+), (31){

m ∈ Γ+, α+ = 0, µi(m) < ρ and
µj(χ0) > 0 for some χ0 ∈ Γ+.

(32)

Theorem 17. Assume that Hypothesis (23) holds true and let j ≥ 1. The bvp (21)
admits for all k ≥ j a solution in S+

k and in S−k if one of the following Hypotheses
(33) and (34) holds true.

m+ ∈ Γ+ and µj(m
+) > ρ, (33)

m+ = 0 and µj(χ0) > 0 for some χ0 ∈ Γ+. (34)

Theorem 18. Assume that Hypothesis (24) holds true, q ∈ Q# and let j ≥ 1.

1. The bvp (21) admits for all k ≥ j a solution in S+
k and in S−k if one of the

following Hypotheses (35) and (36) holds true.

ψ ∈ Γ+ and µj(ψ) > ρ, (35)

ψ = 0 and µj(χ0) > 0 for some χ0 ∈ Γ+. (36)

2. The bvp (21) admits a solution in S+
k for all k ≥ 2j and a solution in S−k for

all k ≥ 2j − 1 if one of the following Hypotheses (37) and (38) holds true.

β+ ∈ Γ+ and µj(β
+) > ρ, (37)

β+ = 0 and µj(χ0) > 0 for some χ0 ∈ Γ+. (38)

3. The bvp (21) admits a solution in S+
k for all k ≥ 2j − 1 and a solution in S−k

for all k ≥ 2j if one of the following Hypotheses (39) and (40) holds true.

α+ ∈ Γ+ and µj(α
+) > ρ, (39)

α+ = 0 and µj(χ0) > 0 for some χ0 ∈ Γ+. (40)
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4.2. Related Lemmas

In this subsection we prove some intermediate results.

Lemma 19.

1. If m ∈ Γ+ and µl(m) < ρ for some l ≥ 1, then µ̃k < 1 for all k ≤ l.

2. If m+ ∈ Γ+ and µl (m
+) > ρ for some l ≥ 1, then µ̃k > 1 for all k ≥ l.

3. If m = −m− and µl (χ0) > 0 for some l ≥ 1 and χ0 ∈ Γ+, then µ̃k > 1 for all
k ≥ l.

Proof. If m+ ∈ Γ+, we have then

µ̃k = µk (q+ + ρ (m− + 2ω0) , ρ (m+ + 2ρω0) + q−)
= µk (q+ + 2ρω0 + ρm− − µ̃k (2ρω0 + q−) , ρm+)
= µk (q + (1− µ̃l) (2ρω0 + q−) , ρm+)
= (µk (q + (1− µ̃l) (2ρω0 + q−) + ρm−,m+) /ρ) .

(41)

Suppose that m = m+ ∈ Γ+, µl (m) < ρ for some l ≥ 1 and µ̃k ≥ 1 for some k ≤ l.
We obtain from (41) and Assertion 3 in Proposition 5 the contradiction

1 ≤ µ̃k =
(
µk
(
q + (1− µ̃k)

(
2ρω0 + q−

)
,m
)
/ρ
)
≤ (µk (m) /ρ) ≤ (µl(m)/ρ) < 1.

This proves Assertion 1.
Similarly, suppose that m+ ∈ Γ+, µl (m) < ρ for some l ≥ 1 and µ̃k ≤ 1 for some

k ≥ l. We obtain from (41) and Assertion 3 in Proposition 5 the contradiction

1 ≥ µ̃k =
(
µk
(
q + (1− µ̃k)

(
2ρω0 + q−

)
+ ρm−,m

)
/ρ
)
≤ (µk (m) /ρ) ≥ (µl(m)/ρ) > 1.

This proves Assertion 2.
Suppose that m = −m− (i.e. m+ = 0), µl (q, χ0) > 0 for some l ≥ 1 and χ0 ∈ Γ+

and µ̃k ≤ 1 for some k ≥ l. We read from

µ̃k = µk
(
q+ + ρ

(
m− + 2ω0

)
, ρ
(
m+ + 2ω0

)
+ q−

)
= µk

(
q+ + ρ (m+ 2ω0) , 2ρω0 + q−

)
that

µk
(
q + (1− µ̃k)

(
2ρω0 + q−

)
, χ
)

= 0 for all χ ∈ Γ+.

Therefore, Assertion 3 in Proposition 5 leads to the contradiction

0 = µk
(
q + (1− µ̃k)

(
2ρω0 + q−

)
, χ0

)
≥ µk (χ0) ≥ µl (χ0) > 0.

This Proves Assertion 3 and ends the proof.
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Lemma 20. For all integers l ≥ 1 and ν = + or − :

1. If ϕ ∈ Γ+ and µl(ϕ) < ρ for some l ≥ 1, then λ̃νk < 1 for all k ≤ l.

2. If ψ ∈ Γ+ and µl(ψ) > ρ for some l ≥ 1, then λ̃νl > 1 for all k ≥ l.

3. If ψ = 0 and µl (χ0) > 0 for some l ≥ 1 and χ0 ∈ Γ+, then µ̃k > 1 for all
k ≥ l.

Proof. To prove Assertion 1, we have to show that λ̃νl > 1. By the way of contra-

diction, suppose that µl(ϕ) < ρ and λ̃νl ≥ 1 and let u,v ∈ Sνl be the eigenfunctions

associated respectively with µl(ρϕ) = (µl(ϕ)/ρ) and λ̃νl . Notice that{
Lqu = µl(ρϕ)ρϕu in (0, 1),

u (0) = limt→1 u(t) = 0,{
Lqv =

(
λ̃+
l − 1

)
(ρm+ 2ρω0 + q−)v + ραv+ − ρβv− in (0, 1),

v (0) = limt→1 v(t) = 0,

Let (xj)
j=l
j=0 and (yj)

j=l
j=0 be respectively the sequences of zeros of u and v. We

distinguish then the following two cases:
i) x1 ≤ y1: in this case we have the contradiction:

0 ≤
∫ x1

x0

vLqu− uLqv

≤
∫ x1

x0

µl(ρϕ)ρϕuv −
(
ραv+ − ρβv−

)
u

=

∫ x1

x0

(µl(ρϕ)ϕ− α) ρu+v+ + (µl(ρϕ)ϕ− β) ρu−v− < 0.

ii) y1 < x1: in this case Lemma 6 guarantees existence of two integers m,n
having the same parity such that ym < xn < xn+1 ≤ ym+1 and Lemma 7 leads to
the contradiction:

0 <

∫ xn+1

xn

vLqu− uLqv

≤
∫ xn+1

xn

µl(ρϕ)ρϕuv −
(
ραv+ − ρβv−

)
u

=

∫ xn+1

xn

(µl(ρϕ)ϕ− α) ρu+v+ + (µl(ρϕ)ϕ− β) ρu−v− < 0.
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We prove Assertion 2 by the same way. Suppose that µl(ψ) > ρ and λ̃νl ≤ 1 and
let u,v ∈ Sνl be the eigenfunctions associated respectively with µl(ρψ) = µl(ψ)/ρ

and λ̃νl . We have that {
Lqu = µl(ρψ)ρψu in (0, 1),

u (0) = limt→1 u(t) = 0,{
Lqv =

(
λ̃νl − 1

)
(ρm+ 2ρω0 + q−)v + ραv+ − ρβv− in (0, 1),

v (0) = limt→1 v(t) = 0,

Let (xj)
j=l
j=0 and (yj)

j=l
j=0 be respectively the sequences of zeros of u and v. We

distinguish then the following two cases:
a) x1 ≤ y1: in this case we have the contradiction:

0 ≤
∫ x1

x0

vLqu− uLqv

≤
∫ x1

x0

µl(ρψ)ρψuv −
(
ραv+ − ρβv−

)
u

=

∫ x1

x0

(µl(ρψ)ψ − α) ρu+v+ + (µl(ρϕ)ϕ− β) ρu−v− < 0.

b) y1 < x1: in this case Lemma 6 guarantees existence of two integers m,n
having the same parity such that ym < xn < xn+1 ≤ ym+1 and Lemma 7 leads to
the contradiction:

0 <

∫ xn+1

xn

vLqu− uLqv

≤
∫ xn+1

xn

µl(ρψ)ρψuv −
(
ραv+ − ρβv−

)
u

=

∫ xn+1

xn

(µl(ρψ)ψ − α) ρu+v+ + (µl(ρϕ)ϕ− β) ρu−v− < 0.

We have for all k ≥ 1 and ν = + or −,

λ̃νk = λνk
(
q+ + ρ(m− + 2ω0) + q−, ρ(m+ + 2ω0) + q−, ρ (α−m) , ρ (β −m)

)
= λνk

(
q+ + ρ(m+ + 2ω0) + q−, ρ(m+ + 2ω0) + q−, ρα, ρβ

)
.

This can be read that for all χ ∈ Γ+

0 = λνk

(
q +

(
1− λ̃νk

) (
ρ(m+ + 2ω0) + q−

)
, χ, ρα, ρβ

)
.
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Therefore, if ψ = 0, µl (χ0) > 0 for some l ≥ 1 and χ0 ∈ Γ+ and λ̃νk ≤ 1 for some
k ≥ l, Proposition 5 leads to the contradiction

0 = λνk

(
q +

(
1− λ̃νk

) (
ρ(m+ + 2ω0) + q−

)
, χ0, ρα, ρβ

)
≥ λνk (q, χ0, 0, 0) = µk (χ0) ≥ µl (χ0) > 0.

The proof is complete.

Lemma 21. 1. If α+ ∈ Γ+ and µl(α
+) > ρ for some l ≥ 1, then λ̃+

k > 1 for all

k ≥ 2l − 1and λ̃−k > 1 for all k ≥ 2l.

2. If α+ = 0 and µl(χ0) > ρ for some l ≥ 1 and χ0 ∈ Γ+, then λ̃+
k > 1 for all

k ≥ 2l − 1and λ̃−k > 1 for all k ≥ 2l.

3. If β+ ∈ Γ+ and µl(β
+) > ρ for some l ≥ 1, then λ̃+

k > 1 for all k ≥ 2l and

λ̃−k > 1 for all k ≥ 2l − 1.

4. If β+ = 0 and µl(χ0) > ρ for some l ≥ 1 and χ0 ∈ Γ+, then λ̃+
k > 1 for all

k ≥ 2l − 1and λ̃−k > 1 for all k ≥ 2l.

Proof. To be brief, we present the proof of Assertions 1 and 2, the other assertions
are obtained similarly. Suppose that α+ ∈ Γ+ and µl(α

+) > ρ and let φ, ϑ, ψ
be respectively the eigenfunctions associated respectively with µl(α), λ̃+

2l−1 and λ̃−2l.
Thus φ, ϑ, ψ satisfy {

Lqφ = µl(ρα)ραφ in (0, 1),

φ (0) = limt→1 φ(t) = 0,{
Lqϑ =

(
λ̃+

2l−1 − 1
)

(ρm+ 2ρω0 + q−)ϑ+ ραϑ+ − ρβϑ−, in (0, 1),

ϑ (0) = limt→1 ϑ(t) = 0,{
Lqψ =

(
λ̃−2l − 1

)
(ρm+ 2ρω0 + q−)ψ + ραψ+ − ρβψ−, in (0, 1),

ψ (0) = limt→1 ψ(t) = 0.

Let (xj)
j=l
j=0, (yj)

j=2l−1
j=0 and (yj)

j=2l
j=0 be respectively the sequences of zeros of φ, ϑ

and ψ. Thus, if λ̃+
2l−1 ≤ 1 then(

λ̃+
2l−1 − 1

)
(ρm+ 2ρω0 + q−) + ρα < ρα <

µl (α)

ρ
ρα = µl (ρα) ρα

and we obtain from Lemma 8 that in each interval (y2j , y2j+1), j = 0, ..., l − 1, φ
admits a zero. This contradicts φ ∈ Sl.
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Similarly, if λ̃−2l ≤ 1 then(
λ̃−2l − 1

)
(ρm+ 2ρω0 + q−) + ρα < µl (ρα) ρα

and we obtain from Lemma 8 that in each interval (y2j+1, y2j+2), j = 0, ..., l − 1, φ
admits a zero. This contradicts φ ∈ Sl.

Suppose that α+ = 0, µl(χ0) > 0 for some l ≥ 1 and χ0 ∈ Γ+ and let φ, ϑ, ψ be
respectively the eigenfunctions associated respectively with µl(χ0), λ̃+

2l−1 and λ̃−2l.
Thus φ, ϑ, ψ satisfy {

Lqφ = µl(χ0)χ0φ in (0, 1),

φ (0) = limt→1 φ(t) = 0,{
Lqϑ =

(
λ̃+

2l−1 − 1
)

(ρm+ + 2ρω0 + q−)ϑ+ ραϑ+ − ρβϑ−, in (0, 1),

ϑ (0) = limt→1 ϑ(t) = 0,{
Lqψ =

(
λ̃−2l − 1

)
(ρm+ 2ρω0 + q−)ψ + ραψ+ − ρβψ−, in (0, 1),

ψ (0) = limt→1 ψ(t) = 0.

Let (xj)
j=l
j=0, (yj)

j=2l−1
j=0 and (yj)

j=2l
j=0 be respectively the sequences of zeros of φ, ϑ

and ψ. Thus, if λ̃+
2l−1 ≤ 1 then(

λ̃+
2l−1 − 1

)
(ρm+ 2ρω0 + q−) + ρα < ρα <

µl (α)

ρ
ρα = µl (ρα) ρα

and we obtain from Lemma 8 that in each interval (y2j , y2j+1), j = 0, ..., l − 1, φ
admits a zero. This contradicts φ ∈ Sl.

Similarly, if λ̃−2l ≤ 1 then(
λ̃−2l − 1

)
(ρm+ 2ρω0 + q−) + ρα < µl (ρα) ρα

and we obtain from Lemma 8 that in each interval (y2j+1, y2j+2), j = 0, ..., l − 1, φ
admits a zero. This contradicts φ ∈ Sl.

Lemma 22. Let (mn) be a sequence in Γ+ such that limn→+∞(inft∈[0,1]mn (t)) =
+∞. Then for all q ∈ Q and k ≥ 1, limn→+∞ µk (mn) = 0.

Proof. For arbitrary A > 0, there is nA ≥ 1 such that mn ≥ A for all n ≥ nA. Thus,
we obtain by means of Assertion 1 in Corollary 15 that for all k ≥ 1 and n ≥ nA,

|µk (mn)| ≤ |µk (A)| = (|µk (1)| /A) ,

proving that limn→+∞ µk (mn) = 0.
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Lemma 23. Assume that q ∈ Q# and let u be a nontrivial solution to the bvp (21),
then either u ∈ Sνk for some k ≥ 1 and ν = +,− or u has an infinite monotone
sequence of simple zeros.

Proof. We distinguish two cases:
i) u has a finite number of zeros (zj)

j=l
j=0, in this case we have for all j, 0 ≤ j ≤ l−1,

|u(t)| ≥ ρ∗zj ,zj+1
(t) sup

t∈[zj ,zj+1]
|u(t)| in [zj , zj+1]

leading to ∣∣∣∣ u(t)

t− zj

∣∣∣∣ ≥ sup
t∈[zj ,zj+1]

|u(t)| /Ψq(1) for t near zj and∣∣∣∣ u(t)

t− zj+1

∣∣∣∣ ≥ sup
t∈[zj ,zj+1]

|u(t)| /Ψq(1).

Passing to the limits we obtain that |u′(zj)| > 0 and |u′(zj+1)| > 0. This proves that
all zeros of u are simple and u ∈ Sνl for some ν = + or −.

ii) u has an infinite number of zeros, in this case there is z∗ ∈ [0, 1] such that
u(z∗) = u′(z∗) = 0. We claim that there is a monotone sequence of simple zeros (tn)
such that lim tn = z∗. Indeed, if this fails then there is an interval [a, b]  [0, 1] such
that u = 0 in [a, b] and z∗ ∈ [a, b]. Set then

t+ = sup {t ≥ b : u(s) = 0 for all s ∈ [b, t]} ,
t− = inf {t ≤ a : u(s) = 0 for all s ∈ [t, a]} .

Since u is a nontrivial solution, we have t− > 0 or t+ < 1. Without loss of generality,
suppose that t+ < 1 and u > 0 in (t+, t∗) where t∗ = sup {t > t+ : u(t) > 0}. In one
hand, we have

u′(t+) = lim
t
<→t+

u(t)

t− t+
= 0.

In the other, we obtain from Lemma 3 the contradiction

u′(t+) = lim
t
>→t+

u(t)

t− t+
≥

(
sup

t∈[t+,t∗]
u(t)/Ψq(1)

)
> 0.

This proves that there is a monotone sequence of zeros (tn) of u and the simplicity
of tn is obtained again by means of Lemma 3. This achieves the proof.

The following lemma is a adapted version of Corduneanu compactness criterion:
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Lemma 24. A nonempty bounded subset Ω is relatively compact in W if

(a) Ω is locally equicontinuous on [0, 1), that is, equicontinuous on every compact
interval of [0, 1) and

(b) Ω is equiconvergent at 1, that is, given ε > 0, there corresponds T (ε) ∈ (0, 1)
such that |x(t)| < ε for any t ≥ T (ε) and x ∈ Ω.

4.3. Proofs of Theorems 16 and 17

4.3.1. An associated bifurcation bvp

Consider the bvp {
Lq̃u = µm̃u+ uf̃(t, u) in (0, 1),
u(0) = limt→1 u(t) = 0,

(42)

where µ is real parameter.
By a solution to the bvp (42), we mean a pair (µ, u) ∈ R ×W 2 satisfying the

differential equation in the bvp (42). Notice that u ∈ W 2 is a solution to the bvp
(21) if and only if (1, u) is a solution to the bvp (42). For this reason, we will
study the bifurcation diagram of the bvp (42) and by means of Rabinowitz’s global
bifurcation theory, we will prove that the set of solutions to the bvp (42) consists
in an infinity of unbounded components, each branching from a point on the line
R×{0} joining a point on R×{∞}. Obviously, each component having the starting
point and the arrival point oppositely located relatively to 1, carries a solution of
the bvp (21) and main results of this section will be proved once we compute the
number of such components.

Lemma 25. From each µ̃l bifurcate two unbounded components of nontrivial solu-
tions to the bvp (42) ζ+

l and ζ−l , such that ζνl ⊂ R× Sνl .

Proof. It follows from Lemma 5 that solutions to the bvp (42) are those satisfying
tohe fixed point equation

u = µLq̃,m̃u+ T0(u). (43)

In order to use the global bifurcation theory, let us prove that all characteristic
values of Lq̃,m̃ are of algebraic multiplicity one. To this aim let u ∈ N

(
(I − µ̃kLq̃,m̃)2

)
and set v = u − µ̃kLq̃,m̃u, then v ∈ N(I − µ̃kLq̃,m̃) = Rφk and u − µ̃kLq̃,m̃u = ηφk
for some η ∈ R. In another way, v satisfies the bvp{

−v′′ + q̃v = µ̃km̃v − ηm̃φk, in (0, 1)
u(0) = limt→1 u(t) = 0.
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Multiplying the differential equation in the above bvp by φk and integrating on (0, 1)
we obtain

ηµ̃k

∫ 1

0
m̃φ2

kdt = 0.

leading to η = 0 and u = µ̃kLm̃u ∈ Rφk.
Now, we need to prove that T0(u) = ◦(‖u‖) near 0. Indeed, let (un) ⊂ W with

lim ‖un‖ = 0, we have

|T 0un(t)|
‖un‖

≤
∫ 1

0
Gq̃(t, s)

∣∣∣f̃(s, un(s))
∣∣∣ ds ≤ Gq̃ ∫ 1

0

∣∣∣f̃(s, un(s))
∣∣∣ ds

We have from Hypothesis (22) that f̃(s, un(s)) → 0 as n → +∞ for all s ∈ (0, 1) .
Thus, we conclude by the Dominated convergence Theorem that T0(u) = ◦(‖u‖)
near 0.

Let lk be the projection of W on Rφk, W̃ = {u ∈W : lku = 0} and for ξ > 0, η ∈
(0, 1) and ν = + or −,

Kν
ξ,η = {(µ, u) ∈ R×W : |µ− µ̃k| < ξ and νlku > η ‖u‖} .

Since Lemma 5 guarantees that the operators Lm̃ and T0 are respectively compact
and completely continuous, we have from Theorem 1.40 and Theorem 1.25 in [21],
that from (µ̃k, 0) bifurcate two components ζ+

k and ζ−k of nontrivial solutions to
Equation (43) such that there is ς0 > 0, ζνk ∩ B(0, ς) ⊂ Kν

ξ,η for all ς < ς0 and if
u = αφk + w ∈ ζνk then |µ− µ̃k| = ◦ (1), w = ◦ (|α|) for α near 0.

We claim that there is δ > 0 such that ζνk ∩ B(0, ς) ⊂ R × Sνk ; for all ς < δ.
Indeed, let (µn, un)n≥1 ⊂ ζνk be such that lim (µn, un) = (µ̃k, 0), we have from Hy-
pothesis (22) that f(s, un(s))→ m, that is limµnf(s, un(s)) = µkm(s) and Lemma
8 guarantees that there is n0 ≥ 1 such that un ∈ Sk for all n ≥ n0. Moreover, if
un = αnφk+wn then lim un

αn
= φk in E proving that νun(t) > 0 for t in a right neigh-

borhood of 0 and νu′n(0) > 0 (otherwise, if u′n(0) then the existence and uniqueness
result for ODEs leads to un = 0).

Also, if (µ∗, u∗) ∈ ζνk then for all sequence (µn, un)n≥1 ⊂ ζνk be such that
lim (µn, un) = (µ∗, u∗), we have limµnf(s, un(s)) = µ∗f(s, u∗(s)) in E and Lemma
8 guarantees existence of n0 ≥ 1 such that un ∈ Sk for all n ≥ n0. This shows that
ζνk ⊂ R× Sνk and ζνk is unbounded in R×W . The lemma is proved.

4.3.2. Proof of Theorem 16

Step 1. In this step we prove that for all l ≥ 1 and ν = + or −, the projection
of the component ζνl on the real axis is bounded. Since the nonlinearity f satisfies
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Hypothesis (22), there is γ ∈ Γ++ be such that

−γ(t) ≤ f(t, u) ≤ γ(t) for all t ∈ [0, 1] and u ∈ R.

Let for κ = + or −, ψk,κ ∈ Sνk be the eigenfunction associated with µk,κ = µk(q̃ −
ρ(m + κγ), m̃) and (µ, u) ∈ ζκk . It follows from Lemma 6 and Lemma 7 that there
exist two intervals (ξ1, η1) and (ξ2, η2) where uψk,κ ≥ 0 and such that

0 ≥
∫ η1

ξ1

ψk,+Lq̃u− uLq̃ψk,+ =

∫ η1

ξ1

(µ− µk,+) m̃ψk,+u+ (f(s, u) + γ)uψk,+

≥ (µ− µk,+)

∫ η1

ξ1

m̃ψk,+uds

0 ≤
∫ η2

ξ2

ψk,−Lq̃u− uLq̃ψk,− =

∫ η2

ξ2

((µ− µk,−) m̃uψk,− + (f(s, u)− γ)uψk,−) ds

≤ (µ− µk,−)

∫ η2

ξ2

m̃uψk,−ds.

The above inequalities lead to µk,+ ≤ µ ≤ µk,−.
Step 2. In this step we prove that for all l ≥ 1 and ν = + or −, the component

ζνl rejoins the point (λ̃νl ,∞). Notice that (43) is equivalent to

u = µLm̃u+ Lα̃−m̃I
+u− L

β̃−m̃I
−u+ T∞u. (44)

We proove that K(un) = ◦(‖un‖) near ∞. Indeed; from lemma (4) in (i) we have

(|T∞un(t)| /‖un‖) ≤
∫ 1

0
Pn(s)ds,

where

Pn(s) = Gq̃

∣∣∣∣f(s, un(s))
un(s)

‖un‖
− α̃(s)

u+
n (s)

‖un‖
+ β̃(s)

u−n (s)

‖un‖

∣∣∣∣ .
Therefore, we have to prove that

∫ 1
0 Pn(s)ds→ 0 as n→∞.

We distinguish the following three cases:
i) limun(s) = +∞: In this case, from (22) we obtain

Pn(s) ≤ Gq̃|f̃(s, un(s))− α̃(s)| → 0 as n→ +∞

ii) limun(s) = −∞: in this case, from (22) we obtain

Pn(s) ≤ Gq̃|f̃(s, un(s))− β̃(s)| → 0 as n→ +∞
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iii) limun(s) 6= ±∞ : in this case there may exist subsequences (un1
k
(s)) and

(un2
k
(s)) such that (un1

k
(s)) is bounded and limun2

k
(s) = ±∞. Arguing as in the

above two cases we obtain that limPn2
k
(s) = 0 and we have from (22)

Pn1
k
(s) ≤ Gq̃

(
f̃(t, u(t)) + α̃(s) + β̃(s)

)(
|un1

k
(s)|/‖un1

k
‖
)
→ 0 as k → +∞,

proving that T∞(un) = ◦(‖un‖) at ∞.
Now, let (µn, un) be sequence in ζνk with limn→+∞ ‖un‖ = +∞ then vn =

(un/‖un‖) satisfies

vn = µnLq̃,m̃vn + L+
q̃,α̃vn − L

−
q̃,β̃
vn + (T∞(un)/‖un‖) (45)

with T∞(un) = o(‖un‖) at∞. By the compactness of the operators Lm̃, Lα̃−m̃, Lβ̃−m̃,

we obtain from (45) existence of v+, v− ∈ W such that for κ = + or −, ‖vκ‖ = 1
and

vκ = µκLq̃,m̃vκ + L+
q̃,α̃vκ − L

−
q̃,β̃
vκ

where µ+ = lim supµn and µ− = lim inf µn. We have from Lemma 10 that for
κ = + or −, vκ ∈ Sνl with l ≤ k. We claim that there is an integer n+ ≥ 1 such that
vκvn > 0 in (zl−1 + δ, 1) . Indeed, if there a subsequence (vni) such that for all i ≥ 1,
vni has at a zero xni ∈ (zl−1 + δ, 1) and vni does not vanish in (xni , 1) then

µn = µ1(q̃ − f̃ (s, un) , m̃, xni) ≥ µ1(q − γ̃, m̃, xni).

Passing to the limit, we obtain from Theorem 9 the contradiction

+∞ > µκ ≥ limµ1(q − γ̃, m̃, xni) = +∞.

From all the above, we obtain that for all n ≥ n+, vni belongs to Sνl and l = k.
Step 3. Notice that u ∈ W 1 ∩ C2 ([0, 1) ,R) is a solution to the bvp (21) if

and only if (1, u) is a solution to the bvp (42). This means that any component ζνk
having the starting point (µ̃k, 0) and the arrival point (λ̃νk,∞), oppositely located
relatively to 1, carries a solution of the bvp (21). Therefore, we have to compute
in each of the cases stated in Theorem 16 the number of such components. To be
brief, we present only the proofs of Assertions 1 and 3.

Suppose that there is two integers i and j such that i ≥ j ≥ 1 and max (µi(α), µi(β)) <
ρ < µj(m). We have then from Assertion 1 in Lemma 19 and Assertion 1 in Lemma

21 that µ̃j > 1 and λ̃νi < 1. Therefore, for all integers l ∈ {j, ..i} and ν = + or −,
the component ζνl crosses the hyperplane {1} ×W.

Now, Suppose that there is two integers i and j such that i ≥ j ≥ 1, with
i ≥ 2(j − 1) and µi(m) < ρ < µj(β). We have then from Assertion 1 in Lemma 19
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and Assertion 2 in Lemma 20 that µ̃i < 1, λ̃−2j−1 > 1 and λ̃+
2j > 1. Therefore, for all

integers l ∈ {2j − 1, ..., i} , the component ζ−l crosses the hyperplane {1} ×W and
for all integers l ∈ {2j, ..i} , the component ζ+

l crosses the hyperplane {1} ×W.

ζ+
j

ζ+
i

ζ−j ζ−i

-
µ̃j µ̃i1

λ̃+
j λ̃+

i

λ̃−j λ̃−i

Fig. B: µi(ϕ) < ρ < µj(m
+)
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ζ+
2j ζ+

i

ζ−2j ζ−iζ−2j−1

-µ̃2j−1 µ̃2j

µ̃i
1 λ̃+

2j λ̃+
i

λ̃−2jλ̃−2j−1 λ̃−i

Fig. C: µi(m) < ρ < µj(α
+)

4.3.3. Proof of Theorem 17

Step 1. In this step we prove that for all l ≥ 1 and ν = + or −, the projection
of the component ζνl on the real axis is upper bounded . Since the nonlinearity f
satisfies Hypothesis (23), there is γ ∈ Γ++ be such that

f(t, u) ≥ −γ(t) for all t ∈ [0, 1] and u ∈ R.

Because the nonlinearity f satisfies Hypothesis (23) there is γ ∈ Γ++ such that

f(t, u) ≥ −γ(t) for all t ∈ [0, 1] and u ∈ R.

Fix k and ν and let us prove first that if (µ, u) ∈ ζνk then µ ≤ µk,− = µk(q̃ − ρ(m−
γ), m̃). To this aim, let ψk ∈ Sνk be the eigenfunction associated with µk,−, it follows
from Lemma 6 and Lemma 7 that there exists an interval (ξ, η) where uψk ≥ 0 and
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we have

0 ≤
∫ η

ξ
ψkLq̃u− uLq̃ψk =

∫ η

ξ
((µ− µk,−) m̃uψk + (f(s, u)− γ)uψk) ds

≤ (µ− µk,−)

∫ η

ξ
m̃uψkds

leading to µ ≤ µk,−.
Step 2. In this step we prove that for all l ≥ 1 and ν = + or −, the component

ζνl rejoins the point (−∞,∞). Thus, we have to prove that for all µ < µk,−, there is
a positive constant Mν

k such that

ζνk ∩ ([µ, µk,−]×W ) ⊂ [µ, µk,−]×B(0,Mν
k ).

On the contrary, suppose that this fails and there is a sequence (µn, un)n≥1 in
ζνk ∩ ([µ, µk,−]×W ) such that liml→∞ ‖un‖ = +∞. That is for all n ≥ 1{

Lq̃un = un

(
µn + f̃(t, un)

)
in (0, 1)

un(0) = limt→1 un(t) = 0,

from which we read that for all n ≥ 1

µk(q̃, wn) = 1 (46)

where wn (t) = µn + f̃(t, un (t)).

Let
(
znj

)j=k
j=0

be the sequence of zeros of un, Inj =
[
znj−1, z

n
j

]
, ρnj = supt∈Inj |un (t)| =∣∣∣un (ynj )∣∣∣ with ynj ∈ Inj . Because limn→∞ ‖un‖ = +∞, there is jn such that

lim ρnjn = +∞. We claim that there is a∗ ∈ (0, 1) such that if (ns) is a sequence

of integers such that lims→∞ ρ
ns
jns

= +∞ then yn,lsjn,ls
∈ (0, a∗). Indeed, if for any

sequence (ls) of integers such that lims→∞ ρ
ns
jns

= +∞ we have lims→∞ y
ns
jns

= 1,
then (uns) is bounded on any interval [0, a] ⊂ [0, 1) . Therefore, from the equation

un(t) =

∫ 1

0
Gq̃ (t, s)un(s)

(
µn + f̃ (s, un (s))

)
ds

we conclude that (uns) converges uniformly to u ∈ W in all intervals [0, a] ⊂ [0, 1)
and

u(t) =

∫ 1

0
Gq̃ (t, s)u(s)f̃ (s, un (s)) ds.
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Since for all t ∈ [0, 1)

|un(t)− u(t)| ≤
∫ 1

0
Gq̃ (s, s)

∣∣∣un(s)f̃ (s, un (s))− u(s)f̃ (s, u (s))
∣∣∣ ds,

we obtain by means of the Lebesgue dominated convergence theorem that un → u
in W , leading to the contradiction ‖u‖ = limn→∞ ‖un‖ = +∞.

Set q∗ = supt∈[0,a∗] q(t) and let A∗ > 0 be such that f(t, u) > q∗ for all t ∈ [0, a∗]
and |u| > A∗. We prove now, that if Inj ⊂ [0, a∗] then lim ρnj = +∞. On the
contrary suppose that lim ρnjn−1 6= +∞ and lim ρnjn+1 6= +∞, that is un is bounded in

Injn−1∪Injn+1 and let $ be such that max
(
ρnjn−1, ρ

n
jn+1

)
≤ $. Let αnjn ∈

(
znjn−1, y

n
jn

)
and βnjn ∈

(
ynjn , z

n
jn

)
be such that

∣∣∣un (αnjn)∣∣∣ =
∣∣∣un (βnjn)∣∣∣ = A∗. Thus, we have

−u′′n (t)un (t) = u2
n (t) (f(t, un(t))− q(t)) ≥ u2

n (t) (q∗ − q(t)) ≥ 0 in
(
αnjn , β

n
jn

)
leading to

∣∣∣u′n (αnjn)∣∣∣ = supt∈(αnjn ,y
n
jn) |u

′
n (t)| and

∣∣∣u′n (βnjn)∣∣∣ = supt∈(ynjn ,β
n
jn) |u

′
n (t)| .

-
znjn−2 znjn−1 znjn znjn+1ynjn−1

ynjn

ynjn+1

αnjn βnjn

ρnjn−1

ρnjn

ρnjn+1

A∗

Fig. D
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On the one hand, we have

lim
∣∣u′n (αnjn)∣∣ = lim

 sup
t∈(αnjn ,y

n
jn)

∣∣u′n (t)
∣∣ = lim

∣∣u′n (βnjn)∣∣
= lim

 sup
t∈(ynjn ,β

n
jn)

∣∣u′n (t)
∣∣ = +∞.

Indeed, if for instance u′n is bounded by a constant A in
(
αnjn , y

n
jn

)
then

ρnjn ≤ A∗ +

∫ ynjn

αnjn

∣∣u′n(s)
∣∣ ds ≤ A∗ +A,

contradicting lim ρnjn = +∞.
On the other hand, we have the contradiction

∣∣u′n (αnjn)∣∣ =

∣∣∣∣∣
∫ αnjn

ynjn−1

un(s) (f (s, un(s))− q(s)) ds

∣∣∣∣∣ ≤ max ($,AT ) (q∗ + θ) <∞

∣∣u′n (βnjn)∣∣ =

∣∣∣∣∣
∫ ynjn+1

βnjn

un(s) (f (s, un(s))− q(s)) ds

∣∣∣∣∣ ≤ max ($,AT ) (q∗ + θ) <∞

where θ = sup {|f (s, u)| : s ∈ [0, 1] and u ∈ [−max ($,AT ) ,max ($,AT )]} . This
shows that all bumps of un contained in [0, a∗] are unbounded.

At this stage, for all n ≥ 1 there is an interval Injn =
[
znjn−1, z

n
jn

]
⊂ [0, a∗] such

that znjn− z
n
jn−1 ≥ a∗

k and Lemma 3 leads to |un(t)| ≥ ρnjn
4 for all t ∈

[
γnjn , δ

n
jn

]
where

γnjn = znjn−1 +
znjn − z

n
jn−1

4
and δnjn = znjn −

znjn − z
n
jn−1

4
.

Set γ0 = sup γnjn and δ0 = inf γnjn and notice that δ0 − γ0 = inf
(
δnjn − γ

n
jn

)
≥ T

2k .

Because of

un(t) =

∫ znjn

znjn−1

G
(
znjn−1, z

n
jn , t, s

)
u(s)nf̃ (s, un(s)) ds,

we obtain from Lemma 3 that

|un(t)| ≥
min

(
t− znjn−1, z

n
jn
− t
)

Ψq,θ

(
znjn

) ρnjn ≥
min

(
t− znjn−1, z

n
jn
− t
)

Ψq,θ (T )
ρnjn → +∞
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for all t ∈ [γ0, δ0] . Thus, we obtain from Lemma 13 and (46) that

µk(q̃, wn, [γ0, δ0]) > µk(q̃, wn) = 1. (47)

Let A > µk(q̃, 1, [γ0, δ0]), there is nA ≥ 1 such that wn (t) = µn + f̃ (t, un(t)) ≥ A
for all n ≥ nA and t ∈ [γ0, δ0] . Hence, we obtain by Assertion 1 in Corollary 15 the
contradiction

1 < µk(q̃, wn, [γ0, δ0]) ≤ µk(q̃, A, [γ0, δ0]) =
µk(q̃, 1, [γ0, δ0])

A
< 1.

ζ+
j

ζ+
j+1

ζ−j ζ−j+1

-

µ̃j µ̃j+1
1

Fig. E
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Step 3. At this stage, we have only to compute components that cross the
hyperplane µ = 1. Assume that Hypothesis (33) holds, then we have from Assertion
2 in Lemma 19 that µ̃k > 1 for all k ≥ j. Since for all k ≥ 1 and ν = ± the component
ζνk reachs (−∞,∞) , ζνk crosses the hyperplane µ = 1 for all k ≥ j. Thus, the bvp
(21) admits for all k ≥ j a solution in S+

k and in S−k . The case where m+ = 0 and
µj(χ0) > 0 for some χ0 ∈ Γ+ is obtained by means of Assertion 3 in Lemma 19.

The proof of Theorem 17 is complete.

4.4. Proof of Theorem 18

Set for n ≥ 1

fn(t, u) =

{
f(t, u) if |u| ≥ 1

n ,
f(t, n) if |u| < 1

n

and consider the bvp {
−u′′ + qu = ρufn(t, u) in (0, 1)
u(0) = limt→1 u(t) = 0.

(48)

We have then

lim
u→+∞

fn(t, u) = α (t) , lim
u→−∞

fn(t, u) = β (t) and lim
u→0

fn(t, u) = f(t,
1

n
) in E.

To be brief, we present the proof of Assertion 1, the other Assertions are checked

similarly. Because of limn→∞

(
inft∈[0,1] f̃(t, 1

n)
)

= +∞, for all l ≥ 1 there exists

nl ≥ 1 such that for all n ≥ nl, µl(q̃, f̃(t, 1
n)) < ρ.

Fix k ≥ j and ν = + or −. For all n ≥ nk Assertion 3 in Theorem 16 guarantees
existence of un ∈ Sνk solution to the bvp (48).

Let ω0 be that in Remark 1,

q = q+ + 2ρω0 , fn(t, u) = ρ (fn(t, u) + 2ω0) + q−

and observe that v is a solution to (48) if and only if v is a solution to the bvp{
−u′′ + qu = ρufn(t, u) in (0, 1)
u(0) = limt→1 u(t) = 0.

(49)

We claim that there is a positive constant mν
k such that ‖un‖ ≥ mν

k. To the
contrary, suppose that (un) admits a subsequence (us) such that limus = 0 in E
and let A > µk(q, 1). There is γA > 0 such that for all u ∈ R, |u| < γA implies
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inft∈[0,1] fn (t, us) > A and there is sA such that ‖us‖ < γA for all s > sA. Thus, for

all s ≥ sup(1/γA, sA), inft∈[0,1] fn (t, un(t)) > A and this leads to the contradiction

1 = µk(q, fn (t, un(t))) < µk(q, A) =
µk(q, 1)

A
< 1.

We prove now that there is positive constant Mν
k such that ‖un‖ ≤Mν

k . To the
contrary, suppose that there is a subsequence (ur) of (un) such that lim ‖ur‖ =∞.
Arguing as in Step 2 in the proof of Theorem 17, we obtain that vr = ur/ ‖ur‖
converges, up to a subsequence, to v ∈ Sνk satisfying{

Lqv = ραv+ − ρβv− in (0, 1)
v(0) = limt→1 v(t) = 0.

Let φ ∈ Sνk be the eigenfunction associated with µk (ρψ) , that is φ satisfies{
Lqφ = µk (ρψ) ρψφ in (0, 1)
φ(0) = limt→1 φ(t) = 0.

Let (xj)
j=l
j=0 and (yj)

j=l
j=0 be respectively the sequences of zeros of v and φ. We dis-

tinguish then the following two cases:
i) x1 ≤ y1: in this case we have the contradiction:

0 ≤
∫ x1

x0

vLqφ− φLqv

≤
∫ x1

x0

µk(ρψ)ρψφv −
(
ραv+ − ρβv−

)
φ

=

∫ x1

x0

(µk(ρψ)ρψ − α) ρφ+v+ + (µk(ρψ)ρψ − β) ρφ−v− < 0.

ii) y1 < x1: in this case Lemma 6 guarantees existence of two integers m,n
having the same parity such that ym < xn < xn+1 ≤ ym+1 and Lemma 7 leads to
the contradiction:

0 <

∫ xn+1

xn

vLqφ− φLqv

≤
∫ xn+1

xn

µk(ρψ)ρψφv −
(
ραv+ − ρβv−

)
φ

=

∫ xn+1

xn

(µk(ρψ)ρψ − α) ρφ+v+ + (µk(ρψ)ρψ − β) ρφ−v− < 0.
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At this stage by means of Theorem 24 we prove that the sequence (un) is rela-
tively compact. Let [0, a] ⊂ [0, 1) , t1, t2 ∈ [0, a] be such that t1 < t2 and
Cνk = sup

{∣∣uf(t, u)
∣∣ : t ∈ [0, 1] and u ∈ [−Mν

k ,M
ν
k ]
}
. We have

|un(t2)− un(t1)| ≤ Cνk
∫ 1

0 |Gq(t2, s)−Gq(t1, s)| ds ≤ C
ν
k (|Φq (t2)− Φq (t2)|

∫ t1
0 Ψq (s) ds

+
∫ t2
t1
|Φq (t2) Ψq (s)− Φq (s) Ψq (t1)| ds+ |Ψq (t2)−Ψq (t1)|

∫ 1
t2

Φq (s) ds)

≤ Cνk
(∣∣∣Φ′q̃ (0)

∣∣∣ ∫ a0 Ψq (s) ds+ 2Ψq (a) + Ψ′q (a)
∫ 1

0 Φq (s) ds+
)
|t2 − t1| .

This proves that (un) is equicontinuous on any interval [0, a] contained in [0, 1) .
By the mean value theorem, for all n ≥ 1 and all t ∈ [0, 1) there is tn ∈ (t, 1)

such that∣∣∣∣un(t)

1− t

∣∣∣∣ =
∣∣u′n (tn)

∣∣ =

∣∣∣∣∫ 1

0

∂Gq
∂t

(tn, s)un (s) fn (s, un(s)) ds

∣∣∣∣ ≤ Cνk .
This proves that the sequence (un) is equiconvergent at t0 = 1.

Therefore, limun = u (up to a subsequence) and u(t) =
∫ 1

0 Gq̃(t, s)f (s, u(s)) ds
proving that u is a solution to the bvp (21). Furthermore, combining Lemma 23
with Lemma 10 we see that u ∈ Sνk . This ends the proof.

4.5. Separable variable case

Consider the case of the bvp (21) where the nonlinearity f is a separable variables
function, namely the case where the bvp (21) takes the form{

Lqu = ρκuh(u), t ∈ (0, 1),
u(0) = limt→1 u(t) = 0,

(50)

where κ ∈ Γ+ and h : Rr {0} → R is a continuous function satisfying

lim
u→0

h(u) = h0, lim
u→+∞

h(u) = h+, lim
u→−∞

h(u) = h−. (51)

We obtain from Theorems 16, 17 and 18 the following corollary:

Corollary 26. Assume that (51) holds.

1. Let i, j be two integers such that i ≥ j ≥ 1. The bvp (50) admits in each
of S+

j , . . . , S
+
i , S

−
j , , . . . , S

−
i a solution if one of the following Hypotheses (52),

(53), (54) and (55) holds true.{
h0, h+, h− ∈ (0,+∞) and
(µj(q,κ)/min(h+, h−)) < ρ < (µi(q,κ)/h0) ,

(52)
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{
h0 ≤ 0, h+, h− ∈ (0,+∞) , (µi(q,κ)/min(h+, h−)) < ρ
and µj(q, χ0) > 0 for some χ0 ∈ Γ+,

(53){
h0, h+, h− ∈ (0,+∞) and
(µi(q,κ)/h0) < ρ < (µj(q,κ)/max(h+, h−)) ,

(54){
h0 ≤ 0, h+, h− ∈ (0,+∞) , (µj(q,κ)/max(h+, h−)) > ρ
and µj(q, χ0) > 0 for some χ0 ∈ Γ+.

(55)

2. Let i, j be two integers such that i ≥ j ≥ 1 and i ≥ 2(j − 1). The bvp (50)
admits in each of S+

2j , . . . , S
+
i , S

−
2j−1, , . . . , S

−
i a solution if one of the following

Hypotheses (56), (57) holds true.{
h0, h− ∈ (0,+∞) and
(µi(q,κ)/h0) < ρ < (µj(q,κ)/h−) ,

(56)

{
h0 > 0, h− ≤ 0, (µi(q,κ)/h0) < ρ
and µj(q, χ0) > 0 for some χ0 ∈ Γ+.

(57)

3. Let i, j be two integers such that i ≥ j ≥ 1 and i ≥ 2(j − 1). The bvp (50)
admits in each of S+

2j−1, . . . , S
+
i , S

−
2j , , . . . , S

−
i a solution if one of the following

Hypotheses (58), (59) holds true.{
h0, h+ ∈ (0,+∞) and
(µi(q,κ)/h0) < ρ < (µj(q,κ)/h+) ,

(58)

{
h0 > 0, h+ ≤ 0, (µi(q,κ)/h0) < ρ
and µj(q, χ0) > 0 for some χ0 ∈ Γ+.

(59)

4. The bvp (50) admits for all k ≥ j a solution in each of S+
k and S−k if one of

the following Hypotheses (60), (61), (62) and (63) holds true.{
h0 > 0, h− = h+ = +∞ and
(µj(q,κ)/h0) > ρ,

(60)

{
h0 ≤ 0, h− = h+ = +∞ and
µj(q, χ0) > 0 for some χ0 ∈ Γ+,

(61){
h−, h+ ∈ (0,+∞) , h0 = +∞ and
(µj(q,κ)/max (h−, h+)) > ρ,

(62){
h−, h+ ≤ 0, h0 = +∞ and
µj(q, χ0) > 0 for some χ0 ∈ Γ+,

(63)
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5. The bvp (50) admits a solution in S+
k for all k ≥ 2j and a solution in S−k for

all k ≥ 2j − 1, if one of the following Hypotheses (64), (65) holds true.{
h− > 0, h0 = +∞ and
(µj(q,κ)/h−) > ρ,

(64)

{
h− ≤ 0, h0 = +∞ and
µj(q, χ0) > 0 for some χ0 ∈ Γ+,

(65)

6. The bvp (50) admits a solution in S+
k for all k ≥ 2j − 1 and a solution in S−k

for all k ≥ 2j, if one of the following Hypotheses (66), (67) holds true.{
h+ > 0, h0 = +∞ and
(µj(q,κ)/h+) > ρ,

(66)

{
h+ ≤ 0, h0 = +∞ and
µj(q, χ0) > 0 for some χ0 ∈ Γ+.

(67)

4.6. Comments

1. Under one of the Hypotheses (22), (23) and (24), the set of solutions to the
bvp (21) is contained in ∪k≥1,ν=±S

ν
k . Indeed, we have seen above that u is a

solution to the bvp (21) if and only if u satisfies{
Lq̃u = uf̃(t, u) in (0, 1)
u(0) = limt→1 u(t) = 0,

(68)

where q̃ = q + ω1, f̃(t, u) = f(t, u) + ω1 and ω1 ∈ Γ++ is that in Remark 1.
We read from (68) that u is a solution to bvp{

Lq̃v = vf̃(t, u) in (0, 1)
v(0) = limt→1 v(t) = 0,

that is µl

(
q̃, f̃(t, u)

)
= 1 for some l ≥ 1 and the associated eigenfunction

u ∈ Sνl .

2. Let u be a solution to the bvp (21), according to the above comment, there is
k ≥ 1 such that u ∈ Sk. Let (zj)

j=k
j=0 be the sequence and tq ∈ (0, 1) be such

that q(t) > 0 for all t ≥ tq. Set t∗ = max(tq, zk−1) and let yj ∈ (zk−1, 1) be
such that u′(yj) = 0. We have then for all t ≥ t∗

− u′(t) +

∫ t

yj

q(s)u(s)ds =

∫ t

yj

u(s)f(s, u(s))ds (69)

162



A. Benmezai, S. Mellal and J. Henderson – Sturm-Liouville bvps . . .

leading to ∣∣∣∣∣
∫ t

yj

q(s)u(s)ds

∣∣∣∣∣ =
∣∣u′(t)∣∣+

∫ t

yj

|u(s)f(s, u(s))| ds <∞.

We deduce from the above inequality for both the cases u > 0 in (zk−1, 1) and
u < 0 in (zk−1, 1) that∫ 1

yj

q(s)u(s)ds = lim
t→→1

∫ t

yj

q(s)u(s)ds <∞.

This proves that if u is a solution to the bvp (21) then
∫ 1

0 q(s)u(s)ds converges.

Therefore, we obtain from (69) that

lim
t→1

u′(t) = lim
t→1

(∫ t

yj

q(s)u(s)ds−
∫ t

yj

u(s)f(s, u(s))ds

)

=

∫ 1

yj

q(s)u(s)ds−
∫ 1

yj

u(s)f(s, u(s))ds.

3. Let q ∈ Q, notice that if for some m ∈ Γ+ and l ≥ 1 µl(q,m) = 0, then
µl(q, χ) = 0 for all χ ∈ Γ+. Therefore, if µl(q,m) > 0 (resp. < 0) for some
m ∈ Γ+ and l ≥ 1 then µl(q, χ) > 0 (resp. < 0) for all χ ∈ Γ+. Indeed, if
µl(q, χ0) > 0 and µl(q, χ1) < 0 for some χ0, χ1 ∈ Γ+ and l ≥ 1, then the
continuity of the mapping

µl(q, ·) : {(1− r)χ0 + rχ1 : r ∈ [0, 1]} → R

leads to the existence of r0 ∈ (0, 1) such that µl(q, (1− r0)χ0 +r0χ1) = 0, then
to the contradiction µl(q, χ) = 0 for all χ ∈ Γ+.

4. Let q ∈ Q+ and χ0 ∈ Γ+. The operator Lq,χ0 is then positive and we have for
all l ≥ 1

µl(q, χ0) ≥ µ1(q, χ0) =
1

r(Lq,χ0)
> 0.

Therefore, q ∈ Q+ is a particular situation where Assertion 3 in Lemmas 19
and 20 and Assertions 2 and 4 in Lemma 21 are satisfied.
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[2] A. Benmezäı W. Esserhane, J. Henderson, Sturm-Liouville BVPs with
caratheodory nonlinearities, Electron. J. Differential Equations, Vol. 2016 (2016),
No. 298, pp. 1-49.
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