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#### Abstract

In [6] was proved that if $R$ is a principal ideal domain and $N \subset M$ are submodules of $R\left[x_{1}, \ldots, x_{n}\right]^{s}$, then the primary decomposition for $N$ in $M$ can be computed using Gröbner bases. In this paper we extend this result to Dedekind domains. The procedure that computed the primary decomposition is illustrated with an example.


## 1. Introduction

Let $N \subset M$ be submodules of $R[X]^{s}$, where $R[X]=R\left[x_{1}, \ldots, x_{n}\right]$ is the polynomial ring over the Noetherian commutative ring $R$. In [6] is presented the algorithm MPD that computes the primary decomposition of $N$ in $M$ using Gröbner bases when $R$ is a principal ideal domain. In this paper we prove that the procedure MPD could be adapted if we assume that $R$ is a Dedekind domain.

The algorithm MPD in [6] is supported in some preliminary results that we will adapt in Section 3. For this purpose we will establish other additional results that we will prove in Section 2. Examples illustrating the algorithm MPD are not included in [6], we will show in Section 4 an example for this algorithm following the procedure described in Theorem 15 of Section 3.

## 2. Preliminary results

In this section we present some preliminary results that we will use in Section 3.

Proposition 1. Let $R$ be an integral domain and $f, g \in R-\{0\}$. Then $T=\left\{f^{\mu} g^{\nu} \mid \mu, \nu \geq 0\right\}$ is a multiplicative system of $R$ and

$$
R[X]_{f, g} \cong R[X, y, z] /\langle y f-1, z g-1\rangle .
$$

[^0]Proof. $0 \notin T, 1=f^{0} g^{0} \in T$ and $\left(f^{\kappa} g^{\lambda}\right)\left(f^{\mu} g^{\nu}\right)=f^{\kappa+\mu} g^{\lambda+\nu} \in T$. We define

$$
\begin{aligned}
& R[X, y, z] \xrightarrow{\alpha} R[X]_{f, g} \subset K(X) \\
& p(X, y, z) \mapsto p\left(X, \frac{1}{f}, \frac{1}{g}\right)
\end{aligned}
$$

where $K$ is the field of fractions of $R$ and $K(X)$ is the field of fractions of $R[X]$. We note that $\alpha$ is a ring homomorphism. Moreover, $\alpha$ is surjective since $\frac{a(X)}{f^{\mu} g^{\nu}}=\alpha\left(a(X) y^{\mu} z^{\nu}\right)$. Now, we will prove that $\operatorname{ker}(\alpha)=\langle y f-1, z g-1\rangle$. Let $p(X, y, z) \in\langle y f-1, z g-1\rangle$ then $p(X, y, z)=h(X, y, z)(y f-1)+t(X, y, z)(z g-$ 1 ), with $h(X, y, z), t(X, y, z) \in R[X, y, z]$, and hence, $\alpha(p(X, y, z))=0$. Thus, $\langle y f-1, z g-1\rangle \subseteq \operatorname{ker}(\alpha)$. On the other hand, let $p(X, y, z) \in \operatorname{ker}(\alpha)$, then $p\left(X, \frac{1}{f}, \frac{1}{g}\right)=0$, but $p(X, y, z) \in(R[X])[y, z] \subset K(X)[y, z]$, from this we get that $\left(\frac{1}{f}, \frac{1}{g}\right)$ is a zero of $p(X, y, z)$. Thus, $\left\{\left(\frac{1}{f}, \frac{1}{g}\right)\right\} \subseteq V(\langle p\rangle)$, where $V(\langle p\rangle)$ is the variety of the ideal generated by $p=p(X, y, z)$ (see [3]). Then, $I(V(\langle p\rangle)) \subseteq$ $I\left(\left\{\left(V\left(\frac{1}{f}, \frac{1}{g}\right)\right\}\right)\right.$, i.e., $\langle p\rangle \subseteq\left\langle y-\frac{1}{f}, z-\frac{1}{g}\right\rangle$. Hence, $p(X, y, z)=a^{\prime}(X, y, z)(y-$ $\left.\frac{1}{f}\right)+b^{\prime}(X, y, z)\left(z-\frac{1}{g}\right)$ with $a^{\prime}(X, y, z), b^{\prime}(X, y, z) \in K(X)[y, z]$.

Eliminating denominators we find $w \in R[X]-\{0\}$ such that $w f g p(X, y, z)=$ $a(X, y, z)(y f-1)+b(X, y, z)(g z-1)$ with $a(X, y, z), b(X, y, z) \in R[X, y, z]$. Then, $w f g p(X, y, z) \in\langle y f-1, g z-1\rangle \subseteq R[X, y, z]$. But, $\langle y f-1, g z-1\rangle$ is a prime ideal of $R[X, y, z]$. In fact, $\left\{\left(\frac{1}{f}, \frac{1}{g}\right)\right\}$ is an irreducible algebraic set, then $\left\langle y-\frac{1}{f}, z-\frac{1}{g}\right\rangle$ is a prime ideal of $K(X)[y, z]$, but $\left\langle y-\frac{1}{f}, z-\frac{1}{g}\right\rangle=\langle y f-1, z g-1\rangle$ in $K(X)[y, z]$. Thus, $\langle y f-1, z g-1\rangle$ is a prime ideal of $K(X)[y, z]$. We consider the canonical inclusion $R[X, y, z] \xrightarrow{\iota} K(X)[y, z]$, then $\iota^{-1}(\langle y f-1, g z-1\rangle)=$ $\langle y f-1, g z-1\rangle$ is a prime ideal of $R[X, y, z]$.

Now, we can conclude the proof. From $w f g p(X, y, z) \in\langle y f-1, g z-1\rangle$ we get that $w f g \in\langle y f-1, g z-1\rangle$ or $p(X, y, z) \in\langle y f-1, g z-1\rangle$. If $w f g \in$ $\langle y f-1, g z-1\rangle$, then $w f g=c(y f-1)+d(g z-1)$ with $c, d \in R[X, y, z]$. Setting $y=\frac{1}{f}$ and $z=\frac{1}{g}$ we get $w f g=0$, but this is impossible. Hence, $p(X, y, z) \in\langle y f-1, g z-1\rangle$.

The previous result can be extended to any finite set of nonzero elements of $R$ including the well known case $t=1$.

Corollary 2. Let $R$ be an integral domain and $f_{1}, \ldots, f_{t} \in R-\{0\}, t \geq 1$. Then,

$$
R[X]_{f_{1}, \ldots, f_{t}} \cong R\left[X, y_{1}, \ldots, y_{t}\right] /\left\langle y_{1} f_{1}-1, \ldots, y_{t} f_{t}-1\right\rangle
$$

From this corollary we get the following computational property.
Proposition 3. Let $R$ be an integral domain, $f_{1}, \ldots, f_{t} \in R-\{0\}, t \geq 1$, and $I$ an ideal of $R[X]$. Then,

$$
I R[X]_{f_{1}, \ldots, f_{t}} \cap R[X]=\left\langle I, y_{1} f_{1}-1, \ldots, y_{t} f_{t}-1\right\rangle R\left[X, y_{1}, \ldots, y_{t}\right] \cap R[X] .
$$

Proof. We consider the canonical homomorphism

$$
\begin{aligned}
\varphi: R[X] & \rightarrow R[X]_{f_{1}, \ldots, f_{t}} \\
p(X) & \mapsto \frac{p(X)}{1} .
\end{aligned}
$$

$\operatorname{IR}[X]_{f_{1}, \ldots, f_{t}}$ is the ideal of $R[X]_{f_{1}, \ldots, f_{t}}$ generated by $\varphi(I)$, so

$$
I R[X]_{f_{1}, \ldots, f_{t}}=\left\{\left.\frac{h(X)}{f^{\mu_{1}} \cdots f^{\mu_{t}}} \right\rvert\, h(X) \in I, \mu_{1}, \ldots, \mu_{t} \geq 0\right\} .
$$

By the above corollary we have the isomorphism

$$
R\left[X, y_{1}, \ldots, y_{t}\right] /\left\langle y_{1} f_{1}-1, \ldots y_{t} f_{t}-1\right\rangle \stackrel{\bar{\alpha}}{\cong} R[X]_{f_{1}, \ldots, f_{t}}
$$

and also
$\bar{\alpha}\left(\left\langle I, y_{1} f_{1}-1, \ldots y_{t} f_{t}-1\right\rangle R\left[X, y_{1}, \ldots, y_{t}\right] /\left\langle y_{1} f_{1}-1, \ldots y_{t} f_{t}-1\right\rangle\right)=I R[X]_{f_{1}, \ldots, f_{t}}$.
We observe that $R[X] \hookrightarrow R\left[X, y_{1}, \ldots, y_{t}\right] /\left\langle y_{1} f_{1}-1, \ldots y_{t} f_{t}-1\right\rangle$. In fact, we define $p(X) \mapsto \overline{p(X)}$, if $\overline{p(X)}=\overline{0}$ then $p(X) \in\left\langle y_{1} f_{1}-1, \ldots y_{t} f_{t}-1\right\rangle$, and hence $p(X)=c_{1}\left(y_{1} f_{1}-1\right)+\cdots+c_{t}\left(y_{t} f_{t}-1\right)$ with $c_{i} \in R\left[X, y_{1}, \ldots, y_{t}\right], 1 \leq i \leq t$. Setting $y_{i}=\frac{1}{f_{i}}$ we get $p(X)=0$. From this we have that $I R[X]_{f, g} \cap R[X]$ coincides with $\left\langle I, y_{1} f_{1}-1, \ldots y_{t} f_{t}-1\right\rangle R\left[X, y_{1}, \ldots, y_{t}\right] \cap R[X]$.

This result is a particular case of the following more general property.
Theorem 4. Let $N, M$ be submodules of $R[X]^{s}$ and $f_{1}, \ldots, f_{t} \in R[X]-\{0\}$, $t \geq 1$, then

$$
\begin{aligned}
N_{f_{1}, \ldots, f_{t}} \cap M & =\left(N R\left[X, y_{1}, \ldots, y_{t}\right]+\left(y_{1} f_{1}-1\right) R\left[X, y_{1}, \ldots, y_{t}\right]^{s}+\cdots+\right. \\
& \left.+\left(y_{t} f_{t}-1\right) R\left[X, y_{1}, \ldots, y_{t}\right]^{s}\right) \cap M
\end{aligned}
$$

Proof. The proof is an easy adaptation of the proof of the previous proposition.

Proposition 5. Let $R$ be an integral domain, $S$ a multiplicative set of $R$ and $I$ an ideal of $R[X]$. If for $a_{1}, \ldots, a_{t} \in S$ and $t \geq 1, L t(I)_{S} \cap R[X]=$ $\left(L t(I) R_{a_{1}, \ldots, a_{t}}[X]\right) \cap R[X]$, then

$$
I_{S} \cap R[X]=I R_{a_{1}, \ldots, a_{t}}[X] \cap R[X] .
$$

Proof. This is a direct consequence of Lemma 3.5 in [4] taking the multiplicative subset $V=\left\{a_{1}^{\mu_{1}} \cdots a_{t}^{\mu_{t}} \mid \mu_{i} \geq 0,1 \leq i \leq t\right\} \subset S$.

More generally, we have the following property.
Theorem 6. Let $R$ be an integral domain, $S$ a multiplicative set of $R$ and $N$ a submodule of $R[X]^{s}$. If for $a_{1}, \ldots, a_{t} \in S$ and $t \geq 1, \operatorname{Lt}(N)_{S} \cap R[X]^{s}=$ $\left(L t(N) R_{a_{1}, \ldots, a_{t}}[X]\right) \cap R[X]^{s}$, then

$$
N_{S} \cap R[X]^{s}=N R_{a_{1}, \ldots, a_{t}}[X] \cap R[X]^{s} .
$$

Proof. This is a direct consequence of Lemma 4.4 in [6] taking the multiplicative subset $V=\left\{a_{1}^{\mu_{1}} \cdots a_{t}^{\mu_{t}} \mid \mu_{i} \geq 0,1 \leq i \leq t\right\} \subset S$.

Proposition 7. Let $R$ be a Noetherian integral domain and $P$ a prime ideal of $R$ such that $P R_{P}$ is principal. Then, for a given ideal $I$ of $R[X]$ there exists $a \in R-P$ such that

$$
I R_{P}[X] \cap R[X]=I R_{a}[X] \cap R[X] .
$$

Proof. Let $P R_{P}=<\frac{p}{1}>$ with $p \in P$. Since, $R_{P}$ is a Noetherian integral domain, by the Krull Intersection Theorem we have $\cap_{k=0}^{\infty}\left\langle\frac{p}{1}\right\rangle^{k}=0$, let $r \neq$ $0, r \in R$, then $\frac{r}{1} \neq \frac{0}{1} \in R_{P}$ and hence there exists $k \geq 0$ such that $\frac{r}{1} \in\left\langle\frac{p}{1}\right\rangle^{k}$ and $\frac{r}{1} \notin\left\langle\frac{p}{1}\right\rangle^{k+1}$. From this we have $\frac{r}{1}=\frac{a}{a^{\prime}} \frac{p^{k}}{1}$ with $\frac{a}{a^{\prime}} \notin\left\langle\frac{p}{1}\right\rangle$. Then $\frac{a}{1} \notin\left\langle\frac{p}{1}\right\rangle$ and $a^{\prime} \notin P$. Moreover, $\left\langle\frac{a}{1}\right\rangle+\left\langle\frac{p}{1}\right\rangle=R_{P}$, hence $\frac{1}{1}=\frac{b}{u} \frac{a}{1}+\frac{c}{v} \frac{p}{1}$, where $u, v \notin P$. Thus, $u v=a b v+c u p$, and since $p \in P$, then $a \notin P$.

Let $G=\left\{g_{1}, \ldots, g_{m}\right\}$ be a Gröbner basis for $I$, with $l t\left(g_{i}\right)=r_{i} X_{i}$, where $r_{i} \in R-\{0\}$ and $X_{i}$ is the leading monomial of $g_{i}$. There exist $a_{i}, a_{i}^{\prime} \notin P$ and $k_{i} \geq 0$ such that $\frac{r_{i}}{1}=\frac{a_{i}}{a_{i}^{\prime}} \frac{p^{k_{i}}}{1}, 1 \leq i \leq t$. Since, $\operatorname{Lt}(G)=\operatorname{Lt}(I)$, then $L t(G)_{S}=L t(I)_{S}$ with $S=R-P$. Moreover, in $R[X]_{S}=R_{S}[X]=R_{P}[X]$ the set $\left\{\frac{g_{1}}{1}, \ldots, \frac{g_{m}}{1}\right\}$ is a Gröbner basis for $I_{S}=I R[X]_{S}=I R_{S}[X]=I R_{P}[X]$ (see Proposition 4.4.2 in [1]). Thus,

$$
\begin{aligned}
L t(I)_{S} & =\operatorname{Lt}(I) R[X]_{S}=\operatorname{Lt}(I)_{S}[X]=\operatorname{Lt}(I) R_{P}[X] \\
& =\left\langle\frac{a_{1}}{a_{1}^{\prime}} p^{k_{1}} X_{1}, \ldots, \frac{a_{t}}{a_{t}^{\prime}} p^{k_{t}} X_{t}\right\rangle_{R_{P}[X]} \\
& =\left\langle a_{1} p^{k_{1}} X_{1}, \ldots, a_{t} p^{k_{t}} X_{t}\right\rangle_{R_{P}[X]} \\
& =\left\langle\frac{p^{k_{1}}}{1} X_{1}, \ldots, \frac{p^{k_{t}}}{1} X_{t}\right\rangle_{R_{P}[X]}, \text { since } a_{1}, \ldots, a_{t} \notin P .
\end{aligned}
$$

Then,

$$
\operatorname{Lt}(I) R_{P}[X] \cap R[X]=\left\langle p^{k_{1}} X_{1}, \ldots, p^{k_{t}} X_{t}\right\rangle_{R[X]} .
$$

Setting $a=a_{1} \cdots a_{t} a_{1}^{\prime} \cdots a_{t}^{\prime}$ we get

$$
\begin{aligned}
L t(I) R_{a}[X] & =\left\langle a_{1}\left(a_{1}^{\prime}\right)^{-1} p^{k_{1}} X_{1}, \ldots, a_{t}\left(a_{t}^{\prime}\right)^{-1} p^{k_{1}} X_{t}\right\rangle_{R_{a}[X]} \\
& =\left\langle\frac{p^{k_{1}}}{1} X_{1}, \ldots, \frac{p^{k_{t}}}{1} X_{t}\right\rangle_{R_{a}[X]} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
L t(I) R_{a}[X] \cap R[X] & =\left\langle p^{k_{1}} X_{1}, \ldots, p^{k_{1}} X_{t}\right\rangle_{R_{a}[X]} \cap R[X] \\
& =\left\langle p^{k_{1}} X_{1}, \ldots, p^{k_{1}} X_{t}\right\rangle_{R[X]} .
\end{aligned}
$$

By Proposition 5 with $t=1$ we have

$$
I R_{P}[X] \cap R[X]=I R_{a}[X] \cap R[X] .
$$

For modules we have the following more general result.

Theorem 8. Let $R$ be a Noetherian integral domain, $N$ a submodule of $R[X]^{s}$ and $P$ a prime ideal of $R$ such that $P R_{P}$ is principal. Then, there exists $a \in R-P$ such that

$$
N R_{P}[X] \cap R[X]^{s}=N R_{a}[X] \cap R[X]^{s} .
$$

Proof. We can repeat the previous proof. But, considering the fact that if $G=\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{t}\right\}$ is a Gröbner basis for $N$, then $\left\{\frac{g_{1}}{1}, \ldots, \frac{\boldsymbol{g}_{m}}{1}\right\}$ is a Gröbner basis for $N_{S}=N R[X]_{S}=N R_{S}[X]=N R_{P}[X]$, with $S=R-P$.

Another elementary and probably known result we need in the next section is the following lemma.

Lemma 9. Let $R$ be a Noetherian commutative ring, $P_{i} \subset R$ ideals of $R$ such that $P_{i}+P_{j}=R$ for $i \neq j, 1 \leq i, j \leq t$. Let $Q=\prod_{i=1}^{t} P_{i}^{\nu_{i}}$ and $Q_{i}=P_{1}^{\nu_{1}} \cdots P_{i-1}^{\nu_{i-1}} P_{i+1}^{\nu_{i+1}} \cdots P_{t}^{\nu_{t}}$. Then,

$$
Q_{1}+\cdots+Q_{t}=R .
$$

Proof. First, we will prove that $P_{i}^{\nu_{i}}+P_{j}^{\nu_{j}}=R$ for each $i \neq j$. Since, $\left(P_{i}+\right.$ $\left.P_{j}\right)^{\nu_{i}+\nu_{j}}=R$ we can express 1 as a finite sum of elements of the form $x_{1} \cdots x_{s}$ with $s=\nu_{i}+\nu_{j}$ and $x_{l} \in P_{i}+P_{j}, 1 \leq l \leq s$. In order to prove that $1 \in P_{i}^{\nu_{i}}+P_{j}^{\nu_{j}}$ we will see that each of these elements belongs to $P_{i}^{\nu_{i}}+P_{j}^{\nu_{j}}$. In fact,

$$
x_{l}=a_{l}+b_{l} \text { with } a_{l} \in P_{i}, b_{l} \in P_{j}, 1 \leq l \leq s
$$

Hence, $x_{1} \cdots x_{s}=\left(a_{1}+b_{1}\right) \cdots\left(a_{s}+b_{s}\right)$, expanding this product we get a summa such that each summand has of the form $a_{i_{1}} \cdots a_{i_{u}} b_{j_{1}} \cdots b_{j_{v}}$ with $a_{i_{1}}, \ldots, a_{i_{u}} \in P_{i}$ and $b_{j_{1}}, \cdots, b_{j_{v}} \in P_{j}$.

We note that $u+v=s=\nu_{i}+\nu_{j}$, where $0 \leq u, v \leq s$. Thus, $u \geq \nu_{i}$ or $v \geq \nu_{j}$ (if $u<\nu_{i}$ and $v<\nu_{j}$ then $u+v<\nu_{i}+\nu_{j}$ ). So $a_{i_{1}} \cdots a_{i_{u}} \in P_{i}^{\nu_{i}}$ or $b_{j_{1}} \cdots b_{j_{v}} \in P_{j}^{\nu_{j}}$. Hence, $x_{1} \cdots x_{s} \in P_{i}^{\nu_{i}}+P_{j}^{\nu_{j}}$.

From this we get that

$$
\prod_{1 \leq i<j \leq t}\left(P_{i}^{\nu_{i}}+P_{j}^{\nu_{j}}\right)=R,
$$

so $1 \in \prod_{1 \leq i<j \leq t}\left(P_{i}^{\nu_{i}}+P_{j}^{\nu_{j}}\right)$. Each element in $\prod_{1 \leq i<j \leq t}\left(P_{i}^{\nu_{i}}+P_{j}^{\nu_{j}}\right)$ is a finite summa of products with $\frac{t(t-1)}{2}$ factors, each of these factors is an element in $P_{i}^{\nu_{i}}$ with $1 \leq i \leq t$. But, in each product there is at least $t-1$ factors taken from $t-1$ different ideals of collection $\left\{P_{1}^{\nu_{1}}, \ldots P_{t}^{\nu_{t}}\right\}$, i.e., each product belongs to some $Q_{i}$, and hence $1 \in Q_{1}+\cdots+Q_{t}$.

## 3. The main result

With the results of the previous section we can extend Theorem 8.5 of [6] to Dedekind domains. The preliminary results of [6] could be reformulated in the following way.

Proposition 10. Let $R$ be a Dedekind domain, $P \subset R$ a maximal ideal of $R$ and $J \subseteq R[x]$ an ideal. We suppose that $J \cap R$ is a $P$-primary and $J \nsubseteq P R[x]$. Then, $J=R[x]$ or $\operatorname{dim}(J)=0$.

Proof. We can repeat the proof of the Lemma 8.1 in [6] but changing the prime element $p$ there by the maximal ideal $P$.

Proposition 11. Let $R$ be an integral domain, $N$ a submodule of $R[X]^{s}$, $P \subset R$ a prime ideal of $R$ such that $P R_{P}$ is principal. Then, there exists $g \in R-P$ such that

$$
N=\left(N+g R[X]^{s}\right) \cap\left(N R_{P}[X] \cap R[X]^{s}\right) .
$$

Proof. We can repeat the proof of Lemma 8.2 in [6] but using Theorem 8 instead of Proposition 4.6 of [6].

Proposition 12. Let $R$ be an integral domain, $N \subset M$ submodules of $R[X]^{s}$, $P \subset R$ a prime ideal of $R$ such that $P R_{P}$ is principal. Then, there exists $g \in R-P$ such that $N=(N+g M) \cap\left(N R_{P}[X] \cap M\right)$.
Proof. We can repeat the proof of Corollary 8.3 of [6] but using the previous proposition instead of Lemma 8.2 of [6].

The following lemma is the key for the proof of the main theorem.
Lemma 13. Let $R$ be a Dedekind domain. Then, for each prime ideal $P$ of $R$ the maximal ideal $Q$ of $R[x]_{P[x]}$ is principal, and hence, $R[x]_{P[x]}$ is a principal ideal domain.

Proof. By Corollary 6.2 .4 of $[2], R[X]$ is a $G-G C D$ domain (an integral domain $S$ is a $G-G C D$ domain if the intersection of any two integral invertible ideals of $S$ is invertible. This is equivalent to the intersection of any finite set of fractional invertible ideals of $R$ is invertible). But the localizations of $G-G C D$ domains by prime ideals are $G C D$ domains (see [2], Corollary 6.2.2. An integral domain $S$ is a $G C D$ domain if the intersection of any two integral principal ideals of $R$ is principal. This is equivalent to the intersection of any finite set of fractional principal ideals of $R$ is principal).

Let $P$ a prime ideal of $R$ and let $S=R[x]_{P[x]}$, then $S$ is a $G C D$ domain. By Theorem 16.2 of [5], each $v$-ideal of finite type of $S$ is principal (a fractional ideal $I$ of an integral domain $S$ is a $v$-ideal of finite type if there exists a finitely generated fractional ideal $J$ of $S$ such that $I=J_{v}$, where $J_{v}=\left(J^{-1}\right)^{-1}$ with $J^{-1}=\{\alpha \in K \mid \alpha J \subseteq S\}$ and $K$ is the field of fractions of $\left.S\right)$. Let $Q$ be the maximal ideal of $S$, in order to prove that $Q$ is principal we will prove that $Q$ is generated by two elements and $Q=Q_{v}$.

Since $R$ is Noetherian, then $S$ is also Noetherian and $Q$ is finitely generated, $Q=<\frac{p_{i}(x)}{s_{i}(x)}>_{1 \leq i \leq n}$, with $p_{i}(x) \in P[x]$ and $s_{i}(x) \notin P[x]$, this implies that $Q=<p_{i}(x)>_{1 \leq i \leq n}$. Let $p_{i}(x)=p_{i}^{(0)}+p_{i}^{(1)} x+\cdots+p_{i}^{(m)} x^{m}$ with $p_{i}^{(j)} \in P$, $1 \leq j \leq m$, then since $R$ is a Dedekind domain there exists $r, s \in R$ such
that $<p_{i}^{(j)}>_{\substack{1 \leq j \leq n \\ 1 \leq j \leq m}}=<r, s>$, so $<r, s>\subseteq P$. We observe that each $p_{i}(x) \in$ $<r, s>_{R[x]}$ (the ideal of $R[x]$ generated by $r$ and $s$ ). Thus, $Q \subseteq<r, s>_{S}$, but $<r, s>_{S} \subseteq P[x]_{P[x]}=Q$, and hence, $Q=<r, s>_{S}$.

On the other hand, by Lemma 6.1.1 of [2] and since $R$ is Dedekind we have $\left(<r, s>_{R} R[x]\right)_{v}=\left(<r, s>_{R}\right)_{v} R[x]=\left(<r, s>_{R}^{-1}\right)^{-1} R[x]=<r, s>_{R} R[x]$.
Moreover,

$$
\begin{aligned}
\left(R[x]:<r, s>_{R[x]}\right) & =\left(<r, s>_{R[x]}\right)^{-1}=\left(<r>_{R[x]}+<s>_{R[x]}\right)^{-1} \\
& =<r>_{R[x]}^{-1} \cap<s>_{R[x]}^{-1}=<\frac{1}{r}>_{K(x)} \cap<\frac{1}{s}>_{K(x)},
\end{aligned}
$$

where $K$ is the field of fractions of $R$ and $K(x)$ is the field of fractions of $R[x]$. Since $R[x]$ is a $G C D$ domain, then $<\frac{1}{r}>_{K(x)} \cap<\frac{1}{s}>_{K(x)}$ is principal. This implies that $\left(R[x]:<r, s>_{R[x]}\right)$ is finitely generated. Hence,

$$
\begin{aligned}
Q & =\left(<r, s>_{R} R[x]\right)_{P[x]}=\left(\left(<r, s>_{R} R[x]\right)_{v}\right)_{P[x]} \\
& =\left(R[x]:\left(R[x]:<r, s>_{R} R[x]\right)\right)_{P[x]} \\
& =\left(R[x]_{P[x]}:\left(R[x]_{P[x]}:\left(<r, s>_{R} R[x]\right)_{P[x]}\right)\right) \\
& =\left(R[x]_{P[x]}:\left(R[x]_{P[x]}: Q\right)\right) \\
& =Q_{v} .
\end{aligned}
$$

The last statement of the lemma is a direct consequence of we just proved (see also Proposition 4 of Chapter 2 in [3]).

Proposition 14. Let $R$ be a Dedekind domain, $N \subset M$ be submodules of $R[X]^{s}$. Let $\operatorname{Ann}(M / N) \cap R$ be a $Q$-primary ideal, where $Q \subset R$ is a maximal ideal. Then the primary decomposition for $N$ in $M$ can be computed.
Proof. By the previous lemma, for each $1 \leq i \leq n, R\left[x_{i}\right]_{Q R\left[x_{i}\right]}$ is a principal ideal domain and we can use Proposition 11 and repeat the proof of Lemma 8.4 of [6], but using Proposition 10 instead of Lemma 8.1 of [6].

Now, we are able to prove the main result that gives a procedure for computing the primary decomposition of $N$ in $M$ (compare with the Theorem 8.5 of [6]).
Theorem 15. Let $R$ be a Dedekind domain and $N \subset M$ be submodules of $R[X]^{s}$. Then the primary decomposition for $N$ in $M$ can be computed.
Proof. If $\operatorname{dim}(\operatorname{Ann}(M / N) \cap R) \neq 0$ then $\operatorname{Ann}(M / N) \cap R=\langle 0\rangle$ and $R$ is not a field. By Proposition 12, we find $a \in R-\langle 0\rangle$ such that

$$
N=(N+a M) \cap N^{e c}, \text { where } N^{e c}=N R_{\langle 0\rangle}[X] \cap M
$$

As in the proof of Lemma 8.4 in [6], we have $N \neq N+a M$. Thus, we can decompose $N^{e c}$ and $N+a M$. We start with $N^{e c}$. Since, $R_{\langle 0\rangle}$ is a Dedekind domain we can use Proposition 14 for computing a primary decomposition of $N^{e}$ in $M^{e}$, where $N^{e}=N R_{\langle 0\rangle}[X]$ and $M^{e}=M R_{\langle 0\rangle}[X]$ are submodules of
$R_{\langle 0\rangle}[X]^{s}$, and then we can make the contraction with $M$. We observe that $\operatorname{Ann}\left(M^{e} / N^{e}\right) \cap R$ is a $0-$ primary ideal.

Now, we must decompose $N+a M$. Since $a \in \operatorname{Ann}(M / N+a M) \cap R$, then $\operatorname{Ann}(M / N+a M) \cap R \neq\langle 0\rangle$, and $\operatorname{dim}(\operatorname{Ann}(M / N+a M) \cap R)=0$. Hence, in this case we have

$$
\operatorname{Ann}(M / N) \cap R=\prod_{i=1}^{t} P_{i}^{\nu_{i}}, \text { where } P_{i} \subset R \text { is a prime ideal. }
$$

Let

$$
N_{i}=N+P_{i}^{\nu_{i}} M \text { for } i=1, \ldots, t,
$$

then the following properties hold for each $i=1, \ldots, t$ :
(i) $P_{i}^{\nu_{i}} \subseteq \operatorname{Ann}\left(M / N_{i}\right) \cap R$.
(ii) $\operatorname{Ann}\left(M / N_{i}\right) \cap R \subseteq P_{i}$.
(iii) $\operatorname{Ann}\left(M / N_{i}\right) \cap R$ is $P_{i}$-primary.

In fact, since $P_{i}^{\nu_{i}} M \subseteq N_{i}$ then $P_{i}^{\nu_{i}} \subseteq \operatorname{Ann}\left(M / N_{i}\right) \cap R$. If $x \in \operatorname{Ann}\left(M / N_{i}\right) \cap R$ and $x \notin P_{i}$ then $P_{i}+\langle x\rangle=R$, so $p_{i}+r x=1$, where $p_{i} \in P_{i}$ and $r \in R$. Thus, $p_{i}^{\nu_{i}}+\nu_{i} p^{\nu_{i}-1} r x+\cdots+(r x)^{\nu_{i}}=1=p_{i}^{\nu_{i}}+r^{\prime} x$. For $\boldsymbol{m} \in M$ we have $p_{i}^{\nu_{i}} \boldsymbol{m}+r^{\prime} x \boldsymbol{m}=\boldsymbol{m} \in N_{i}$. Thus, $M \subseteq N_{i}$, but this is a contradiction.

In order to prove (iii) we will see that $\sqrt{\operatorname{Ann}\left(M / N_{i}\right) \cap R}=P_{i}$. From (i) we have $P_{i}^{\nu_{i}} \subseteq \operatorname{Ann}\left(M / N_{i}\right) \cap R$, and hence, $P_{i} \subseteq \sqrt{\operatorname{Ann}\left(M / N_{i}\right) \cap R}$. Finally, from (ii) we have $\operatorname{Ann}\left(M / N_{i}\right) \cap R \subseteq P_{i}$, and then $\sqrt{\operatorname{Ann}\left(M / N_{i}\right) \cap R} \subseteq \sqrt{P_{i}}=P_{i}$.

Thus, we have that $R$ is a Dedekind domain, and for $1 \leq i \leq n, N_{i} \subset M$, $\operatorname{Ann}\left(M / N_{i}\right) \cap R$ is $P_{i}$-primary, $P_{i} \subset R$ is a maximal ideal and the maximal ideal of $R\left[x_{i}\right]_{Q R\left[x_{i}\right]}$ is principal. Then, by the Proposition 14, we can compute the primary decomposition of $N_{i}$ in $M$.

In order to conclude the proof we will show that $N=\cap_{i=1}^{t} N_{i}$. Since, $N \subseteq N_{i}$ for each $i=1, \ldots t$, then $N \subseteq \cap_{i=1}^{t} N_{i}$. Let $\boldsymbol{f} \in \cap_{i=1}^{t} N_{i}$. Then for each $i=1, \ldots, t$ there exist $\boldsymbol{n}_{i} \in N, \boldsymbol{m}_{i} \in M$ and $p_{i} \in P_{i}^{\nu_{i}}$ such that

$$
\begin{gathered}
\boldsymbol{f}=\boldsymbol{n}_{1}+p_{1} \boldsymbol{m}_{1}, \\
\vdots \\
\boldsymbol{f}=\boldsymbol{n}_{t}+p_{t} \boldsymbol{m}_{t}
\end{gathered}
$$

Using Lemma 9 we get $Q_{1}+\cdots+Q_{t}=R$, and then

$$
1=q_{1} r_{1}+\cdots+q_{t} r_{t}, \text { where } q_{i} \in Q_{i}, r_{i} \in R .
$$

Hence,

$$
\boldsymbol{f}=q_{1} r_{1} \boldsymbol{f}+\cdots+q_{t} r_{t} \boldsymbol{f}
$$

and $\boldsymbol{f}=q_{1} r_{1}\left(\boldsymbol{n}_{1}+p_{1} \boldsymbol{m}_{1}\right)+\cdots+q_{t} r_{t}\left(\boldsymbol{n}_{t}+p_{t} \boldsymbol{m}_{t}\right)=q_{1} r_{1} \boldsymbol{n}_{1}+q_{1} r_{1} p_{1} \boldsymbol{m}_{1}+$ $\cdots+q_{t} r_{t} \boldsymbol{n}_{t}+q_{t} r_{t} p_{t} \boldsymbol{m}_{t}$. Since, $p_{i} \in P_{i}^{\nu_{i}}$ and $q_{i} \in Q_{i}=P_{1}^{\nu_{1}} \cdots P_{i-1}^{\nu_{i-1}} P_{i+1}^{\nu_{i+1}} \cdots P_{t}^{\nu_{t}}$, then $p_{i} q_{i} \in Q=P_{1}^{\nu_{1}} \cdots P_{t}^{\nu_{t}}=\operatorname{Ann}(M / N) \cap R$, and hence, $q_{i} r_{i} p_{i} \boldsymbol{m}_{i} \in N$, for $i=1, \ldots, t$. Thus, $\boldsymbol{f} \in N$.

## 4. Examples

In this section we illustrate the algorithm MPD of [6] using the procedure described in Theorem 15.

Example 16. Let $N=\left\langle\left(0, x^{3}\right),\left(y-x^{2}, 0\right),\left(x^{3}+1, x\right),\left(0, y-x^{2}\right)\right\rangle$ and $M=$ $(\mathbb{Q}[x])[y]^{2}$ be submodules of $(\mathbb{Q}[x])[y]^{2}$. Using Theorem 15 we will compute a primary decomposition of $N$ in $M$. With the lexicographical order in $(\mathbb{Q}[x])[y]$ and the POT order in $(\mathbb{Q}[x])[y]^{2}$ we get a Gröbner basis for $N$, denoted by $G=\left\{\mathbf{g}_{1}, \mathbf{g}_{2}, \mathbf{g}_{3}, \mathbf{g}_{4}\right\}$, where $\mathbf{g}_{1}=\left(0, x^{3}\right), \mathbf{g}_{2}=\left(y-x^{2}, 0\right), \mathbf{g}_{3}=\left(x^{3}+1, x\right)$ and $\mathbf{g}_{4}=\left(0, y-x^{2}\right)$. With this we can compute $\left.\operatorname{Ann}(\mathbb{Q}[x])[y]^{2} / N\right)=(N$ : $M)=\left\langle y-x^{2}, x^{6}+x^{3}\right\rangle$, we observe that $\left\{y-x^{2}, x^{6}+x^{3}\right\}$ is a Gröbner basis for the ideal $\left\langle y-x^{2}, x^{6}+x^{3}\right\rangle$. Then, $\left.\operatorname{Ann}(\mathbb{Q}[x])[y]^{2} / N\right) \cap R=\left\langle x^{6}+x^{3}\right\rangle$. Since, $\left.\operatorname{dim}\left(\operatorname{Ann}(\mathbb{Q}[x])[y]^{2} / N\right) \cap R\right)=\operatorname{dim}\left(\left\langle x^{6}+x^{3}\right\rangle\right)=0$ then, according to the proof of the Theorem 15, we have $\left.\operatorname{Ann}(\mathbb{Q}[x])[y]^{2} / N\right) \cap R=\left\langle x^{6}+x^{3}\right\rangle=$ $\langle x\rangle^{3}\left\langle x^{2}-x+1\right\rangle\langle x+1\rangle$.

We set $N_{1}=N+\langle x\rangle^{3} M, N_{2}=N+\left\langle x^{2}-x+1\right\rangle M$ and $N_{3}=N+\langle x+1\rangle M$. We know that $N=N_{1} \cap N_{2} \cap N_{3}$. Thus, $N_{1}=\left\langle\left(x^{3}, 0\right),\left(0, x^{3}\right),\left(y-x^{2}, 0\right),\left(x^{3}+\right.\right.$ $\left.1, x),\left(0, y-x^{2}\right)\right\rangle, N_{2}=\left\langle\left(x^{2}-x+1,0\right),\left(0, x^{2}-x+1\right),\left(0, x^{3}\right),\left(y-x^{2}, 0\right),\left(x^{3}+\right.\right.$ $\left.1, x),\left(0, y-x^{2}\right)\right\rangle$ and $N_{3}=\left\langle(x+1,0),(0, x+1),\left(0, x^{3}\right),\left(y-x^{2}, 0\right),\left(x^{3}+1, x\right)\right.$, $\left.\left(0, y-x^{2}\right)\right\rangle$. Gröbner bases for these submodules are

$$
\begin{aligned}
& G_{1}=\left\{\left(0, y-x^{2}\right),\left(0, x^{3}\right),(1, x)\right\}, \\
& G_{2}=\left\{\left(x^{2}-x+1,0\right),(0,1),(y-x+1,0)\right\}, \\
& G_{3}=\{(x+1,0),(0,1),(y-1,0)\} .
\end{aligned}
$$

Now, we apply Proposition 14 in order to compute the primary decomposition of $N_{1}, N_{2}$ and $N_{3}$ in $M$. We will show how to do this for $N_{1}$, for $N_{2}$ and $N_{3}$ the procedure is identical. First we need to check if $\operatorname{dim}\left(\operatorname{Ann}\left(M / N_{1}\right)\right)=0$. For this purpose we consider Corollary 6.9 of [6], i.e., we will verify if $N_{1} \cap R^{2}$ is a primary submodule of $R^{2}$ and $\operatorname{dim}\left(R^{2} / N_{1} \cap R^{2}\right)=0$. We have $N_{1} \cap$ $R^{2}=\left\langle\left(0, x^{3}\right),(1, x)\right\rangle, \operatorname{Ann}\left(R^{2} /\left\langle\left(0, x^{3}\right),(1, x)\right\rangle\right)=\left\langle\left(0, x^{3}\right),(1, x)\right\rangle: M=\left\langle x^{3}\right\rangle$, so $\sqrt{\operatorname{Ann}\left(R^{2} / N_{1} \cap R^{2}\right)}=\langle x\rangle$ is a maximal ideal. Thus, $\operatorname{Ann}\left(R^{2} / N_{1} \cap R^{2}\right)$ is a primary submodule of $R^{2}$ and $\operatorname{dim}\left(\operatorname{Ann}\left(R^{2} / N_{1} \cap R^{2}\right)\right)=0$. Since, $\operatorname{Ann}\left(R^{2} / N_{1} \cap\right.$ $R^{2}$ ) is $\langle x\rangle$-primary, where $\langle x\rangle$ is a maximal ideal of $R$, then by Lemma 5.1 of [6], $N_{1} \cap R^{2}$ is $\langle x\rangle$-primary in $R^{2}$. Moreover, in $G_{1}=\left\{\left(0, y-x^{2}\right),\left(0, x^{3}\right),(1, x)\right\}$ the elements $\boldsymbol{w}_{11}=\boldsymbol{e}_{1}+x \boldsymbol{e}_{2}$ and $\boldsymbol{w}_{12}=y \boldsymbol{e}_{2}-x^{2} \boldsymbol{e}_{2}$ satisfy the conditions of Corollary 6.9 of [6], i.e., $l t\left(\boldsymbol{w}_{11}\right)=1 y^{0} \boldsymbol{e}_{1}$ and $l t\left(\boldsymbol{w}_{12}\right)=1 y \boldsymbol{e}_{2}$. In both cases the leader coefficient is 1 . Hence, $\operatorname{dim}\left(R[y] / N_{1}\right)=0$.

Now, we can apply the algorithm MZPD of [6]. $\operatorname{Ann}\left(M / N_{1}\right)=\left\langle y-x^{2}, x^{3}\right\rangle$, a minimal Gröbner basis for $\operatorname{Ann}\left(M / N_{1}\right) \cap R[y]$ is $G=\left\{y-x^{2}, x^{3}\right\}$, we select $g=y-x^{2}$ and we factorize $g \bmod \langle x\rangle: y-x^{2} \equiv y(\bmod \langle x\rangle)$. We find $t=2$ such that $y^{t} \in\left\langle y-x^{2}, x^{3}\right\rangle$, thus $P_{1}=y^{2} M+N_{1}=\left\langle\left(y^{2}, 0\right),\left(0, y^{2}\right),(0, y-\right.$ $\left.\left.x^{2}\right),\left(0, x^{3}\right),(1, x)\right\rangle=\left\langle(1, x),\left(0, y-x^{2}\right),\left(0, x^{3}\right)\right\rangle$, i.e., $P_{1}$ coincides with $N_{1}$.

We repeat the above procedure for $N_{2}$ and $N_{3}$ and we get the primary decomposition of $N$ in $(\mathbb{Q}[x])[y]^{2}$,

$$
\begin{aligned}
N= & N_{1} \cap N_{2} \cap N_{3} \\
= & \left\langle\left(0, y-x^{2}\right),\left(0, x^{3}\right),(1, x)\right\rangle \cap\left\langle\left(x^{2}-x+1,0\right),(0,1),(y-x+1,0)\right\rangle \\
& \cap\langle(x+1,0),(0,1),(y-1,0)\rangle .
\end{aligned}
$$
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