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THE MOVING FRAMES FOR DIFFERENTIAL EQUATIONS

II. UNDERDETERMINED AND FUNCTIONAL EQUATIONS

VÁCLAV TRYHUK, OLDŘICH DLOUHÝ

Abstract. Continuing the idea of Part I, we deal with more involved pseu-
dogroup of transformations x̄ = ϕ(x), ȳ = L(x)y, z̄ = M(x)z, . . . applied
to the first order differential equations including the underdetermined case
(i.e. the Monge equation y′ = f(x, y, z, z′)) and certain differential equations
with deviation (if z = y(ξ(x)) is substituted). Our aim is to determine com-
plete families of invariants resolving the equivalence problem and to clarify
the largest possible symmetries. Together with Part I, this article may be
regarded as an introduction into the method of moving frames adapted to
the theory of differential and functional-differential equations.

Introduction

The most general pointwise transformations of homogeneous linear differential
equations with deviating arguments were investigated in [6], [10], [11], [12], [14],
[15], [16], for example. It is given by the formula

ȳ(ϕ(x)) = L(x)y(x) ,(1)

i.e., the transformation consists of a change of the independent variable and the
multiplication by a nonvanishing factor L. They coincide with the most general
pointwise transformations of homogeneous linear differential equations of the n-
th (n ≥ 2) order without deviations, more see in the monograph [13]. Global
transformations of the kind (1) may serve for investigation of oscilatory behavior of
solutions from certain classes of linear differential equations because each of global
pointwise transformation preserves distribution of zeros of solutions of differential
equations, see e.g., [6], [12], [13], [14].
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However, transformations (1) can be applied to certain classes of a nonlinear
equations, as well. For instance, we can mention the family of all equations

y′(x) =
n
∑

i=0

ai(x)bi(y(x))Πm
j=1δi j

(

y(ξj(x))
)

, x ∈ j ⊆ R , (Πδj = δ1δ2 · · · δm)

derived in [17]. Here bi, δi j are nontrivial solutions of Cauchy’s functional equation

b(uv) = b(u)b(v) , (u, v ∈ R− {0})

with the general solutions continuous at a point

b(u) = 0 , b(u) = |u|c , b(u) = |u|c sign x (c ∈ R being arbitrary constant),

see Aczél [1]. The mentioned result was derived (without regularity conditions) by
rather artificial functional equations assuming apriori the existence of differential
equations of the kind

L′(x) = h
(

x, ϕ(x), L(x), L(η1(x)), . . . , L(ηm(x))
)

,

ϕ′(x) = g
(

x, ϕ(x), L(x), L(η1(x)), . . . , L(ηm(x))
)

for functions L′, ϕ′, where the deviations ηi were defined by using equations
ξi(ϕ(x)) = ϕ(ηi(x)), x ∈ j ⊆ R. We shall see that results of this kind can be
(with regularity conditions) systematically obtained by quite other and more nat-
ural method. In this paper we solve the symmetry and the equivalence problem
(local approach) for the transformations (1) and formulate some results in terms of
global transformations. We apply the method of moving frames first on determined
equation y′ = f(x, y) and then on the Monge equation y′ = f(x, y, z, z′). A simple
arrangement then provides a large hierarchy of classes of functional equations of
the first order with deviation which admit the transformations (1).

A determined equations

1. The pseudogroup. Thorough this Part II of our article, the pseudogroup
under consideration will consist of all invertible transformations

x̄ = ϕ(x) , ȳi = Li(x)yi (i = 1, . . . , m; x ∈ D(ϕ) ∩ D(L1) ∩ . . . ∩ D(Lm))(2)

applied to the curves yi = yi(x) (i = 1, . . . , m) lying in Rm+1 which are trans-
formed into the curves ȳi = ȳi(x̄) = Li(x)yi(x). (The definition domains D(yi) of
functions yi are appropriately adapted.) Then the first order derivatives transform
in accordance with the rule

ȳi ′ϕ′ = L′
iy

i + Liy
i ′

(

yi ′ =
dyi

dx
, ȳi ′ =

dȳi

dx̄
, ϕ′ =

dϕ

dx
, L′

i =
dLi

dx

)

(3)

written in a slightly abbreviated notation. This provides the first order prolonga-

tion of formulae (2).
In alternative terms of Part I Remark 3, our prolonged pseudogroup involves in-

vertible transformations Φ : D(Φ) → R(Φ) given by (2), (3), where D(Φ),R(Φ) ⊆

R2m+1 are certain open subsets with coordinates x, y1, . . . , ym, y1′, . . . , ym′. The
invertibility means that ϕ′(x), L1(x), . . . , Lm(x) are nonvanishing functions on the
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definition domain D(Φ) which is the direct product of the above domains D(ϕ)
and D(Li).

Passing to moving frames, the primary pseudogroup (2) can be characterized

by the property of invariance of forms ω0 = Adx and ωi = dyi/yi − Aidx (i =
1, . . . , m), where A 6= 0 and Ai are additional variables. Indeed, the requirement

ω0 = Adx = ω̄0 = Ādx̄ (A, Ā 6= 0)

ensures that x̄ = ϕ(x) is a function of x and, assuming the invertibility, the
transformation rule A = Āϕ′ for the new variable A. Analogously,

ωi =
dyi

yi
− Aidx = ω̄i =

dȳi

ȳi
− Āidx̄

(

x̄ = ϕ(x)
)

implies d ln (ȳi/yi) = (Āiϕ
′ − Ai)dx, hence ȳi/yi = Li(x) is a function of x, and

then the rule L′
i/Li = Āiϕ

′ − Ai for the variables Ai.
One can also observe that invariance of the form ϑ = B(dy − y′dx) with a new

variable B (B 6= 0) provides the prolongation transformation (3) for the derivative
y′. (A self-evident fact since the equation ϑ = 0 determines the sence of the
coefficient y′ = dy/dx and analogously ϑ̄ = 0 means that ȳ′ = dȳ/dx̄.)

2. Differential equations. The pseudogroup (2), (3) with m = 1 and the
abbreviation y = y1, L = L1 will be applied to the differential equation y′ = f(x, y)
which is transformed into certain differential equation ȳ′ = f̄(x̄, ȳ) where

f̄ϕ′ = L′y + Lf(4)

by using (3). Instead of employing this transformation rule, we shall employ the
invariance of the form ϑ = B(dy − f dx). We have moreover the invariant forms
ω0 = A dx and ω1 = dy/y − A1 dx. The dependence

ϑ = yBω1 − B(f − yA1)
ω0

A
= 0

holds true and analogously with the dashed forms. It follows that

yB = ȳB̄ , B(f − yA1)/A = B̄(f̄ − ȳĀ1)/Ā

and we may ensure the equalities

yB = ȳB̄ = 1 , B(f − yA1)/A = B̄(f̄ − ȳĀ1)/Ā = 0

by the choice B = 1/y, A1 = f/y. So we obtain the invariant form

ω =
1

y
(dy − fdx) = ω̄ =

1

ȳ
(dȳ − f̄dx̄)

which replace both ϑ and ω1. In order to reduce the remaining variable A, the
identity dω = dω̄ may be employed. Clearly is

dω = dx ∧ d(f/y) =
ω0

A
∧ (f/y)y yω =

y

A
(f/y)y ω0 ∧ ω

in terms of invariant forms (and analogously for dω̄). Two cases are to be distin-
guished:

(ι) If (f/y)y = 0, then f = g(x)y and we do not have any invariants.
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(ιι) If (f/y)y 6= 0, then we may choose A = y (f/y)y (and analogously Ā)

ensuring dω = ω0 ∧ ω = ω̄0 ∧ ω̄ = dω̄ and the invariant form ω0 = y (f/y)y dx

(inserting A, we do not change the notation). However, dω0 = dω̄0 where

dω0 = d(y (f/y)y)y ∧ dx = (1 + I)ω ∧ ω0 , I = y
(f/y)yy

(f/y)y

= y (ln |(f/y)y|)y

(and analogously for dω̄0) and we have the invariant I = Ī .

3. Continuation. Assume (ι), hence f = g(x)y and f̄ = ḡ(x̄)ȳ are related by the
rule (4) which simplifies as ḡ(x̄)ϕ′ = L′(x)/L(x) + g(x). The function x̄ = ϕ(x)
arbitrarily chosen to apply D(g) onto D(ḡ) and then L = exp{

∫

(ḡ(ϕ)ϕ′ − g)dx} =
exp{

∫

ḡ(x̄)dx̄ − g(x)dx} is determined up to a constant factor. In particular (if
g = ḡ) the equation y′ = g(x)y admits symmetries isomorphic to the group of all
diffeomorphisms of the definition domain D(g).

Let us turn to the more involved case (ιι).

The highest symmetry subcase take place if I = C = const. Then

A = a(x)yC+1 ,
f

y
=

a(x)

C + 1
yC+1 + b(x) (C 6= −1) ,

f

y
= a(x)ln|y| + b(x) (C = −1)

(5)

by a simple verification. The equivalence of equations y ′ = f, ȳ′ = f̄ is possible
if and only if Ī = C is the same constant. It is determined by the completely
integrable system

ω0 = ω̄0 , ω = ω̄(6)

where

dω0 = (1 + C)ω ∧ ω0 , dω = ω0 ∧ ω(7)

(analogously for dashed forms) and the Frobenius theorem can be applied. In more
detail, assuming C 6= −1, hence (52), the structural formulae (7) can be simplified
by introduction of the form ϑ = (1 + C)ω + ω0. Clearly dϑ = 0 therefore ϑ is
a total differential and the system (6) can be replaced by the simpler ω0 = ω̄0,
ϑ = ϑ̄. So we have the equations

a(x)yC+1 dx = ā(x̄)ȳC+1 dx̄ ,
dy

y
− b(x) dx =

dȳ

ȳ
− b̄(x̄) dx̄(8)

(

x = ϕ(x), ȳ = L(x)y
)

for the unknowns ϕ and L.
The equations (8) can be clarified in terms of better coordinates. First of all,

we have
dy

y
− b(x) dx = dz, z = ln |y| −

∫

b(x) dx
(

y = ez+
∫

b dx
)

(analogously for dashed variables) and then (82) reads dz = dz̄ whence z̄ = z + k
(k = const.) In terms of variables x and z, equation (81) simplifies as

a(x)e(C+1)
∫

bdx dx = e(C+1)kā(x̄)e(C+1)
∫

b̄ dx̄ dx̄ .
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This can be drastically simplified (by the change of variables x and x̄) to the
equation dx = e(C+1)k dx̄ whence x̄ = e−(C+1)kx + l (l = const.). So the higher
symmetry subcase is governed by the two-parameter Lie group

z̄ = z + k , x̄ = e−(C+1)kx + l (k, l constants)

which is non-Abelian since C 6= −1.
Assuming C = −1, hence (53), the form ω0 = a(x) dx is a total differential and

the system (6) reads

a(x) dx = ā(x̄) dx̄ ,
dy

y
− (a(x) ln |y| + b(x)) dx =

dȳ

ȳ
−
(

ā(x̄) ln |ȳ| + b̄(x̄)
)

dx̄ .

After a change of variables x and x̄, one can ensure a(x) = ā(x̄) = 1, hence the
conditions

dx = dx̄ , dz − z dx = (b(x) − b̄(x̄)) dx ,
(

z = ln
ȳ

y
= ln |L|

)

for the sought equivalence transformation. One can then observe that dz − zdx =
exd (ze−x), the second condition is simplified as

d
(

ze−x
)

= e−x(b(x) − b̄(x̄)) dx

and we obtain the transformations

ϕ(x) = x̄ = x + const., |L(x)| = ez = eex
∫

e−x(b(x)−b̄(x+const.)) dx

depending on two parameters.

The middle symmetry subcase takes place if I is not a constant and other in-
variants are functions of this I . Let F be such an invariant. Clearly

dF = Fx dx + Fy dy =
1

A
(Fx + fFy)ω0 + yFyω

(

A = y (f/y)y

)

(9)

and it follows that the functions ∂F/∂ω0 = (Fx + fFy)/A, ∂F/∂ω = yFy are
invariants, too, in particular yIy = G(I) is a composed function. It follows easily
that either of the possibilities may in principle occur:

I = I(x) (if Iy = G(I) = 0) , I = a(b(x)y) (if G(I) 6= 0),(10)

where a, b are appropriate functions and b(x)y again is an invariant (hence

b(x)y = b̄(x̄)ȳ = b̄(ϕ(x))L(x)y(11)

with the corresponding dashed objects).
One can verify that (101) leads to the contradiction. (Hint: The equation

I(x) = y(ln(f/y)y)y provides the formulae

f/y = c(x)yI(x)+1 + d(x) , A = C(x)yI(x)+1

with appropriate c(x), d(x), C(x) but the invariant ∂I/∂ω0 = I ′/A is not a func-
tion of the variable x alone.) The second possibility leads to the formula

f/y = c(x)a(b(x)y) + d(x)(12)
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for appropriate functions c(x), d(x). Conversely, assuming (12), one can find

A = c(x)b(x)ya′(b(x)y) , I = yb(x)a′′(b(x)y)/a′(b(x)y)(13)

by direct calculation. Then ∂I/∂ω is a function of b(x)y (hence of I) by easy
verification, however, ∂I/∂ω0 is a function of this kind if and only if the condition

1

c(x)

(

b′(x)

b(x)
+ d(x)

)

= const.(14)

is satisfied (and analogously for dashed variables).
Assuming (13), the equivalence problem leads to one-parameter Lie group. In-

deed, the system (6) ensuring the equivalence can be replaced by the equivalent
requirements I = Ī , ω0 = ω̄0 expressed by

b(x) = b̄(ϕ(x))L(x) , c(x) = c̄(ϕ(x))ϕ′(x) .(15)

(Hint. I = Ī implies dI = dĪ which together with ω0 = ω̄0 implies ω = ω̄, see (9)
applied to F = I . Moreover I = Ī is equivalent to (151) and (152) follows by using
ω0 = Adx with coefficient A given by (131).) The requirement (15) simplifies into
ϕ′(x) = 1 (hence ϕ(x) = x + const.) if coordinates x, x̄ are changed appropriately.
Then (152) uniquely determines L(x).

The lower symmetry subcase takes place if there are two functionaly independent
invariants in the family I, J = ∂I/∂ω0, K = ∂I/∂ω. Then the Pfaffian system (9)
determining the equivalence can be replaced by the algebraical requirements

I = Ī , J = J̄ , K = K̄(16)

as follows by using (9) with F equal to either I , J , K. If (e.g.) I , J are functionaly
independent and K = k(I, J), then the compatibility condition K̄ = k(Ī , J̄) is
necessary and sufficient for the existence of equivalence desired.

An underdetermined equation

4. The Monge equation. We are passing to the main topic of this arti-
cle. The equivalence problem for the underdetermined differential equation y′ =
f(x, y, z, z′) with respect to the pseudogroup of (inverible, local) transformations

x̄ = ϕ(x) , ȳ = L(x)y , z̄ = M(x)z (ϕ′(x)L(x)M(x) 6= 0)(17)

will be investigated. Recalling the prolongation

ȳ′ϕ′ = Ly′ + L′y , z̄′ϕ′ = Mz′ + M ′z

to first order derivatives (see (2), (3), (4) with m = 2 and abbreviation y = y1,
z = y2, L = L1, M = L2), the transformed equation reads

ȳ′ = f̄(x̄, ȳ, z̄, z̄′) (f̄ϕ′ = Lf + L′y) ,(18)

however, instead of direct use of (18), we shall employ the invariance conditions

ωi = ω̄i (i = 0, 1, 2)(19)
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with differential forms

ω0 = A dx , ω1 =
1

y
(dy − f dx) , ω2 =

1

z
(dz − z′ dx)(20)

(where A 6= 0 is a new parameter) and the relevant dashed counterparts (e.g.,
ω̄2 = (dz̄ − z̄′dx̄)/z̄) ensuring both the existence of the transformations of the kind

(17) together with the prolongation and the formula (18). (Easy direct proof of
this assertion may be omitted, see also Sections 1 and 2 for analogous arguments.)

In accordance with general principles of mowing frames, let us continue with
the exterior derivative dωi = dω̄i of equations (19) expressed in terms of invariant
forms. Clearly

dω1 = dx ∧ d(f/y) =
ω0

A
∧
(

(f/y)y yω1 + (f/y)z zω2 + (f/y)z′ dz′
)

,

where the last term causes a difficulty. However, the equality dω2 = dω̄2 with

dω2 = dx ∧ d
z′

z
=

ω0

A
∧

1

z
(dz′ −

z′

z
dz) = ω0 ∧ ω3 ,(21)

ω3 =
1

Az
(dz′ − z′ω2 − Bω0)(22)

(where B 6= 0 is a new parameter) means that the new form ω3 is uniquely deter-
mined, hence invariant. (In more detail, ω3 = ω̄3 holds true for the equivalence
transformation.) If dz′ is expressed in terms of ω3 by using (22), we obtain better
formula

dω1 = ω0 ∧

(

y

A
(f/y)y ω1 +

1

A
(z (f/y)z + z′ (f/y)z′) ω2 + z (f/y)z′ ω3

)

(23)

than above (and analogously dω̄1). It follows that the coefficients

y

A
(f/y)y ,

1

A
(z (f/y)z + z′ (f/y)z′) , I = z (f/y)z′(24)

are transformed into the dashed couterparts. In particular, we have the invariant
I = Ī (independent of auxiliary variable A).

At this place, covariant derivatives are to be recalled: if (e.g.) F = F (x, y, z, z ′)
is an invariant, then we have developments

dF = Fx dx + Fydy + Fz dz + Fz′ dz′ =
∑ ∂F

∂ωi
ωi ,

where the coefficients

∂F

∂ω0
=

1

A
(Fx + fFy + z′Fz) + BFz′ ,

∂F

∂ω1
= yFy ,

∂F

∂ω2
= zFz + z′Fz′ ,

∂F

∂ω3
= AzFz′

(25)

are transformed into the dashed couterparts. This may provide new invariants
and the procedure can be repeatedly applied.

Returning to (24), we will distinguish three cases.
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(ι) Assuming y (f/y)y 6= 0, then the coefficient (241) can be reduced to unity
by appropriate choice of A and we obtain new invariant J by inserting this A into
(242):

A = y (f/y)y = fy − f/y , J =
zfz + z′fz′

yfy − f
.(26)

Additional invariants will arize by using the invariant form ω0, see below.

(ιι) If y (f/y)y = 0 identically but zfy + z′fz′ 6= 0, then, denoting f =

yg(x, z, z′), we may reduce (242) to unity by the choice

A = z (f/y)z + z′ (f/y)z′ = zgz + z′gz′ .(27)

Clearly I = zgz′ and additional invariants will arize from the form ω0.

(ιιι) If y (f/y)y = zfy+z′fz′ = 0 identically, then f = yg(x, z′/z) with I = zgz′ .
Determination of coefficient A and other invariants will be mentioned in Section
10.

If the coefficient A = A(x, y, z, z′) is specified (by using formulae like (261) or
(271)), then the exterior derivative

dω0 =
dA

A
∧ ω0 = (K1ω1 + K2ω2 + K3ω3) ∧ ω0 ,(28)

provides new invariants

K1 = y
Ay

A
, K2 = z

Az

A
+ z′

Az′

A
, K3 = zAz′ .(29)

On this occation, let us recall the remaining structural formula

dω1 = ω0 ∧ (ω1 + Jω2 + Iω3) , dω2 = ω0 ∧ ω3 (case (ι)) ,(30)

dω1 = ω0 ∧ (ω2 + Iω3) , dω2 = ω0 ∧ ω3 (case (ιι)) ,(31)

determining the already well-known invariants I and J .

5. Case (ι) with constant invariants. We shall investigate the rather special
situation when all invariants are constant. Especially the equation z(f/y)z′ = I =
const. implies that

f

y
= I

z′

z
+ a(x, y, z)(32)

for appropriate function a. Then A = yay by using (261), therefore K3 = 0
identically and we may denote

l = const. = K1 = y
Ay

A
(hence A = b(x, z)|y|l) ,

m = const. = K2 = z
Az

A
(hence A = b(x, y)|z|m) ,
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with appropriate factor b (not the same). Altogether taken, yay = A = b(x)|y|l|z|m

with certain nonvanishing factor b whence

a = b(x)
|y|l

l
|z|m + c(x, z) (if l 6= 0) ,

a = b(x)|z|m ln |y| + c(x, z) (if l = 0) .
(33)

On the other hand, if A = b(x)|y|l|z|m and (32) are inserted into (262), one can
obtain Jb(x)|y|l|z|m = zaz whence

a = Jb(x)|y|l
|z|m

m
+ d(x, y) (m 6= 0) ,

a = Jb(x)|y|l ln |z|+ d(x, y) (m = 0) .

(34)

By comparing both results (33) and (34), it follows that either of the following
possibilities take place

a = b(x)
|y|l

l
|z|m + c(x) (if l 6= 0, m 6= 0 and then

1

l
=

J

m
) ,

a = b(x) ln |y| + Jb(x) ln |z| + c(x) (if l = m = 0) .

Insertion into (32) yields the final result

f

y
= I

z′

z
+ b(x)

|y|l

l
|z|m + c(x) (if l 6= 0 and m 6= 0) ,(35)

f

y
= I

z′

z
+ b(x) ln |y||z|J + c(x) (if l = m = 0) .(36)

Moreover Jm = l and A = b(x)|y|l|z|m in the case (35), A = b(x) in the case (36).
Consequently b(x) 6= 0 but c(x) may be quite arbitrary function. The possibilities
m = 0, l 6= 0 and m 6= 0, l = 0 do not occur.

Concerning the equivalence transformation between equations y′ = f and ȳ′ = f̄
of the kind (35), the equality of invariants provides a necessary but rather poor
requirement, therefore all equations (19) must be taken into account. Then, owing
to formulae (28), (29) with K1 = l, K2 = m, K3 = 0 interrelated by Jm = l, one
can observe that dω = 0 identically, where

ω = ω1 +
1

l
ω0 − Iω2 = d ln C(x)

|y|

|z|l

(

C(x) = e
∫

c(x)dx
)

,

by using (20) with function f/y of the kind (35). The original system (19) may
be replaced by the conditions ω0 = ω̄0, ω = ω̄, ω1 = ω̄1, where the last one can be
omitted (it provides a mere transformation rule for z′). So we have the conditions

b(x)|y|l|z|mdx = b̄(x̄)|ȳ|l|z̄|mdx̄ , C(x)|y| |z|−I · const. = C̄(x̄)|ȳ| |z̄|−I

(const. 6= 0) whence

b(x) = b̄(ϕ)|L|l|M |mϕ′ = b̄(ϕ)(|L| |M |J )l , C(x) · const. = C̄(ϕ)| |M |−I(37)

by using formulae (17). In particular, it follows that

b(x)|C̄(ϕ)|l = b̄(ϕ)ϕ′|C(x) · const. |l|M |l(I+J)
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and these conditions can be comfortably discussed.
Analogously, the equivalence transformations of the kind (36) can be determined

from the equations ω0 = ω̄0, ω1 − Iω2 = ω̄1 − Iω̄2. In this way, we obtain the
conditions

b(x) dx = b̄(x̄) dx̄ , hence B(x) + const. = B̄
(

ϕ(x)
)

(38)

(where B =
∫

b dx) and

d ln
|y|

|z|I
+
(

b(x) ln |y| |z|J + c(x)
)

dx = d ln
|ȳ|

|z̄|I
+
(

b̄(x̄) ln |ȳ| |z̄|J + c̄(x̄)
)

dx̄ ,

hence

d

dx
ln

|L|

|M |I
+ b(x) ln |L| |M |J + c̄(ϕ)ϕ′ = c(x) ,(39)

by using (17). This is a quite reasonable result.

6. Case (ιι) with constant invariants. Since zgz′ = I = const., it follows that
g = Iz′/z + k(x, z) whence A = zkz (where kz 6= 0) by using (27). Passing to
invariants (29), one can easily obtain the condition kzz/kz = C/z (C = const.)
whence

k = b(x)
|z|C+1

C + 1
+ c(x) (if C 6= −1) , k = b(x) ln |z| + c(x) (if C = −1)

for appropriate functions b(x) 6= 0 and c(x). So we have two possibilities:

f

y
= I

z′

z
+ b(x)

|z|C+1

C + 1
(C 6= −1) ,

f

y
= I

z′

z
+ b(x) ln |z| + c(x) ,

(40)

where b(x) is a nonvanishing function.
Equivalence transformations between equations y′ = f and ȳ′ = f̄ of the kind

(ιι) can be determined by using a little adapted equations (19). In more detail,
assuming the first possibility (401), one can observe that the form

ω = ω1 +
ω0

C + 1
− Iω2 = d

(

ln C(x)
|y|

|z|I

)

(

C(x) = e
∫

c(x)dx
)

is a total differential and the equivalences are determined by means of simplified
equations ω0 = ω̄0, ω = ω̄. Analogously, assuming (412), then already the form
ω0 = c(x) dx is (locally) a total differential, moreover the form

ω = ω1 − Iω2 = d
(

ln |y| |z|I + E(x)
)

− c(x) ln |z| dx

not depending on the derivative could be advantageously employed. We shall not
state the final requirements for ϕ, L, M since they do not differ much from previous
formulae (37), (38), (39).

The similarity of final results in cases (ι) and (ιι) is not a self–evident fact
because of quite dissimilar initial data, e.g., coefficient A in the case (ιι) is quite
other than in (ι) and corresponds (in a certain) sense to the invariant J . It would
be desirable to invent a universal approach involving both (ι) and (ιι).



THE MOVING FRAMES FOR DEQ II 79

7. Case (ιιι) with constant invariants. Recall that f = yg(x, t), where t =
z′/z, and we have the invariant const. = I = gt, hence g = It + c(x). System
(19) determining the equivalence transformations can be replaced by the simpler
ω0 = ω̄0, ω1 − Iω2 = ω̄1 − Iω̄2 which reads

Adx = Ādx̄ , d ln C(x)
|y|

|z|I
= d ln C̄(x̄)

|ȳ|

|z̄|I

(

C(x) = e
∫

c(x)dx
)

.

Using explicit formulae (17) of transformations, one can obtain only the single
interrelation (372) for the functions ϕ, L, M . It follows that there exists a large
family of equivalences since the function x̄ = ϕ(x) can be in principle quite arbi-
trary.

8. Nonconstant invariants. We shall thoroughly discuss the highest possible
symmetry problem with nonconstant invariants: let all invariants be composed
functions of the kind G(F ), where F is a certain “basical” nonconstant invariant
and the letter G will (systematically) denote various functions of one independent
variable. The “basical” invariant F can be made more explicit by using covariant
derivative (25). For instance the requirement yFy = G(F ) regarded as a differential
equation has the general solution

F = G
(

a(x, z, z′)y
)

and it follows that we may assume either of the simplified versions

F = a(x, z, z′)y (if G 6= 0) ,

F = a(x, z, z′) (if G = 0) .

We shall, however, use the more advantageous transcription

F = a(x, z, t)y , F = a(x, z, t) (where t =
z′

z
) ,(41)

from now on. With this notation, assumptions (41) substituted into the require-
ment

∂F/∂ω2 = zFz + z′Fz′ = zFz + 0Ft = G(F )

read

z
az

a
=

G(ay)

ay
, zaz = G(a) ,(42)

respectively. Identity (421) corresponding to (411) clearly implies G(ay)/(ay) =
C = const., whence

a = b(x, t)|z|C , C ∈ R .(43)

Identity (422) may be regarded for a differential equation with the general solution

a = G(b(x, t)z) (if G 6= 0) ,

a = b(x, t) (if G = 0)

and it follows that the assumptions (41) can be still improved: the “basical”
invariant F can be taken of either kind

F = b(x, t)|z|Cy , F = b(x, t)z , F = b(x, t) .(44)
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With this preliminary result, the last requirement AzFz′ = AFt = G(F ) concern-
ing covariant derivatives is either triviality (if bt = 0) or provides the universal
formula

A =
b

bt
H(F ) (if bt 6= 0)(45)

for the coefficient A (where H(u) = G(u)/u is an arbitrary function).
Let us deal with invariants (29) corresponding to the coefficient A.

First assume bt 6= 0 in order to employ formula (45). Requirements yAy/A =
G(F ) and zAz/A + z′Az′/A = G(F ) are always satisfied. Requirement zAz′ =
At = G(F ) provides the universal condition

(b/bt)t = G(F )(46)

(G is changed) for all possibilities (44). Assuming (441) or (442), then G(F ) =
E = const. (by using ∂/∂y, ∂/∂z in (46)) and one can obtain the formulae

b = c(x)|Et + e(x)|1/E ,
b

bt
= Et + e(x) (if E 6= 0) ,

b = c(x)et/e(x) ,
b

bt
= e(x) (if E = 0)

(47)

where c(x) 6= 0, e(x)
(

e(x) 6= 0 in (472)
)

are arbitrary. Assuming (443), then

b = K
(

c(x)t + e(x)
)

(K ′ 6= 0, c(x) 6= 0) ,(48)

so we may simplify by putting F = c(x)t + e(x) and A = H(F )/c(x) in this case.
Thus

A = (Et + e(x))H(F ) , F = c(x)|Et + e(x)|1/E |z|Cy , E 6= 0 , C ∈ R ,

A = (Et + e(x))H(F ) , F = c(x)|Et + e(x)|1/Ez , E 6= 0 ,

A = e(x)H(F ) F = c(x)et/e(x)|z|Cy , e(x) 6= 0 , C ∈ R ,
A = e(x)H(F ) F = c(x)et/e(x)z , e(x) 6= 0 ,
A = H(F )/c(x) , F = c(x)t + e(x)

(49)

(

c(x) 6= 0
)

are our results for bt 6= 0.

Second, assume bt = 0, hence b = b(x) in formulae (44). Let us pass to the (as
yet unknown) coefficient A = A(x, y, z, t) (t = z′/z). We will use invariants (29)

K1 =
yAy

A
= G(F ) , K1 =

zAz

A
= G(F ) , K3 = At = G(F ) ,(50)

where G denote various functions.

(a) We have yFy = F, zFz = CF for the invariant F = b(x)|z|Cy, C ∈ R. Then
A = h(x, z, t)H(F ) is a solution of (501) with certain nonvanishing functions h, H .
Substituting A into (502) we obtain the condition

zhz/h = G(F ) − CFH ′(F )/H(F ) = D = const. ∈ R
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(use ∂/∂y for the last equation). Thus h = c(x, t)|z|D with a nonzero function c,
A = c(x, t)|z|DH(F ), D ∈ R. The remaining condition ct|z|

DH(F ) = K(F ) (see
(503)) is then

ct|z|
D = K(F )/H(F ) = E = const.

(use ∂/∂y for the last equation). Hence either

A = c(x)|z|DH(F ) , D ∈ R (if E = 0)(51)

or

A = (Et + e(x))H(F ) (if E 6= 0)(52)

for the invariant F = b(x)|z|Cy, C ∈ R.

(b) Similarly, Fy = 0, zFz = F in the subcase F = b(x)z. The condition (501)

is equivalent to A = h(x, z, t)|y|H(F ), (502) is corresponding to

zhz/h = G(F ) − FH ′(F ) ln |y| and H ′(F ) = 0 , i.e., H(F ) = H = const. ∈ R .

Therefore zhz = G(F ) implies h = c(x, t)K(F ), A = c(x, t)K(F )|z|H with certain
nonzero functions c, K. From (503) we get ct|y|

H = E(F ) and either ct = 0 for
H 6= 0 (use ∂/∂y) or E(F ) = E = const. ∈ R for H = 0 (use ∂/∂z). Thus

A = c(x)K(F )|y|H , F = b(x)z H ∈ R− {0} ,
and A = (Et + e(x))K(F ) , F = b(x)z , E 6= 0
and A = c(x)K(F ) F = b(x)z , (if E = 0)

(53)

for certain nonvanishing functions c(x), K, respectively.

(c) The requirement yAy/A = H(b(x)), corresponding to (501) in the subcase

F = b(x), implies A = b(x, z, t)|y|Hb(x) for certain functions h 6= 0, H . The next
condition (502) is zhz/h = K(b(x)) with the solution h = c(x, t)|z|K(b(x)), i.e.,
A = c(x, t)|y|H(b(x))|z|K(b(x)) with certain functions c 6= 0, K, H . The condition
(503) we read

ct(x, t)|y|H(b(x))|z|K(b(x)) = G
(

b(x)
)

and either ct = G(b(x)) for H(b(x)) = K(b(x)) = 0 or ct = 0 in another subcases.
Thus either

A = G(F )t + e(x) , G(F )2 + e(x)2 6= 0 , F = b(x)(54)

or

A = c(x)|y|H(b(x))|z|K(b(x)) , H(F )2 + K(F )2 6= 0 , F = b(x)(55)

for nonvanishing functions b, c, respectively.



82 V. TRYHUK, O. DLOUHÝ

Before passing to remaining invariants I , J and determination of the crucial
function f, let us review our achievements

A = (Et + e(x))H(F ) , F = c(x)|Et + e(x)|1/E |z|Cy , (E 6= 0, C ∈ R)(56)

A = (Et + e(x))H(F ) , F = c(x)|Et + e(x)|1/Ez , (E 6= 0)(57)

A = (Et + e(x))H(F ) , F = b(x)|z|Cy , (C ∈ R)(58)

A = (Et + e(x))H(F ) , F = b(x)z ,(59)

A = e(x)H(F ) , F = c(x)et/e(x)|z|Cy , (e(x) 6= 0, C 6= 0)(60)

A = e(x)H(F ) , F = c(x)et/e(x)y , (e(x) 6= 0)(61)

A = e(x)H(F ) , F = c(x)et/e(x)z , (e(x) 6= 0)(62)

A = e(x)H(F ) , F = c(x)|z|Cy , (C ∈ R)(63)

A = e(x)H(F ) , F = c(x)z ,(64)

A = e(x)|z|DH(F ) , F = b(x)|z|Cy , (D 6= 0, C ∈ R)(65)

A = e(x)|y|DH(F ) , F = b(x)z , (D 6= 0)(66)

A = H(F )/c(x) , F = c(x)t + e(x) ,(67)

A = e(x) , F = b(x) ,(68)

A = G(F )t + e(x) , F = b(x) , (G(F ) 6= 0)(69)

A = e(x)|y|G(F ) , F = b(x) , (G(F ) 6= 0)(70)

A = e(x)|z|G(F ) , F = b(x) , (G(F ) 6= 0)(71)

A = e(x)|y|H(F )|z|G(F ) , F = b(x) , (G(F ) 6= 0 , H(F ) 6= 0)(72)

with t = z′/z, nonvanishing functions A, F and constants C, D, E.

9. Continuation. We are eventually passing to the concluding step, to invariants
I, J and function f. Employing the above results, the reasoning will be quite simple
but rather lengthy since the needful interrelations differ according to cases (ι)–(ιιι).

Let us begin with assumption (ι). Then the strategy is as follows: denoting for
a moment F(x, y, z, t) = f(x, y, z, z′)/y, where t = z′/z, we have the conditions

yFy = A , Ft = I ,
z

A
Fz = J ,(73)

where A is given by either formula (56)–(72) and I , J are composed functions of
the kind G(F ) with well-known argument F . Then (731) determines the function
F modulo a summand k(x, z, t) and these F , k can be easily corrected by using
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(732), (733). We state the final result:

f/y = (Et + e(x))H(F ) + mt + l(x) , (see (56) for A, F )(74)

f/y = (Et + e(x))H(F ) + l(x) , (see (58) for A, F )(75)

f/y = e(x)(H(F ) + ln |z|m) + nt + l(x) ,(76)

(see subcases (60), (61), (63) for A, F )

f/y = He(x)(J (F ) + ln |y|) + nt + l(x) , H(F ) ≡ H = const.,(77)

(see (62), (64) for A, F )

f/y = e(x)|z|D(J (F ) + const.) + nt + l(x) , (see (65) for A, F )(78)

f/y = (1/D)e(x)|y|DH(F ) + nt + l(x) , (see (66) for A, F )(79)

f/y = (1/c(x))(Ĩ(F ) + H ln |y||z|k) + l(x) , H(F ) ≡ H ,(80)

(see (67) for A, F )

f/y = e(x) ln |z|J (F )|y| + I(F )t + l(x) , (see (68) for A, F )(81)

f/y = (e(x)/G(F ))|y|G(F ) + I(F )t + l(x) , (see (70) for A, F )(82)

f/y = (e(x)/H(F ))|y|H(F )|z|K(F ) + I(F )t + l(x) , (see (72) for A, F )(83)

with t = z′/z, constants k, m, n, D, H, functions H(F ) =
∫

(H(F )/F )dF, J (F ) =
∫

(J(F )/F )dF, Ĩ(F ) =
∫

I(F )dF , leaving contradictions (57), (59), (69), (71) out
of considerations.

We continue with assumption (ιι). Then f =g(x, z, z′)y and denoting G(x, z, t)=
g(x, z, z′) for a moment (with the usual t = z′/z), we have two conditions

zGz = A , Gt = I(84)

replacing the previous (73) and calculations simplify: (841) determines the function
G and (842) provides the necessary correction. Omitting details and contradiction
subcases, the final result reads

f/y = (Et + e(x))H(F ) + mt + l(x) , (see (57) for A, F )(85)

f/y = e(x) ln |z|H + mt + l(x) , H(F ) ≡ H 6= 0 ,(86)

(see (61), (63) for A, F )

f/y = e(x)H(F ) + mt + l(x) , (see (62), (64) for A, F )(87)

f/y = (1/c(x))(Ĩ(F ) + ln |z|H) + l(x) , H(F ) ≡ H 6= 0(88)

(see (67) for A, F )

f/y = e(x) ln |z| + I(F )t + l(x) , (see (68) for A, F )(89)

f/y = (e(x)/G(F ))|z|G(F ) + I(F )t + l(x) , (see (71) for A, F )(90)

with t = z′/z, nonvanishing functions A, F constants k, m, H , D functions

H(F ) =
∫

(H(F )/F ) dF , K(F ) =
∫

(K(F )/F ) dF , Ĩ(F ) =
∫

I(F ) dF .

Eventually passing to assumption (ιιι), we have the only condition I = zgz′ ,
where g = g(x, z′/z) = f/y. In more correct notation g(x, t) = g(x, z ′/z) (t =
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z′/z) clearly I = gt is a function of variables x, t and the same should be valid
for the “basical” invariant F in this subcase of nonconstant invariants. It follows
that only cases (68)–(72) are to be discussed. By using the only poor information
gt = I(F ), one can easily conclude that

f/y = (1/c(x))Ĩ(F ) + l(x) , (see (67) for A, F )(91)

f/y = I(F )t + l(x) , (see subcases (68)–(72) for A, F )(92)

Ĩ(F ) =
∫

I(F )dF.

10. Remark to case (ιιι). The last result deserves a short note concerning the
structural formulae by using (91), (92). Let us recall the data: we have invariant
forms

ω0 = A dx , ω1 = dy/y − g dx , ω2 = dz/z − t dx (g = g(x, t), t = z′/z)

with the corresponding parameter A. Then

dω0 = (dA/A) ∧ ω0 ,
dω1 = ω0 ∧ (dg/A) = gtω0 ∧ (dt/A) = I(F )ω0 ∧ (dt/A) ,
dω2 = ω0 ∧ (dt/A)

and it follows that the proportionality factor gt = I of forms dω1, dω2 in an (already
well-known) invariant. On the other hand, dω2 = ω0∧ω3, where ω3 = dt/A+Bω0

(new parameter B) is invariant form. Thus

dω0 = (dA/A) ∧ ω0 , dω1 = I(F )ω0 ∧ ω3 , dω2 = ω0 ∧ ω3 .

Moreover, we get dω0 = H ′(F )ω3 ∧ ω0 and dω0 = 0 and dω0 = G(F )ω3 ∧ ω0 and
dω0 = (H(F )ω1 + K(F )ω2) ∧ ω0 with invariants G(F ), H(F ), H ′(F ), K(F ) for
(91) and (92), (68) and (92), (69) and (92), (70)–(72), respectively.

11. On the equivalence problem. Recall that the equivalence transformation
between given equations y = f and ȳ = f̄ are determined by the system (19).
Assuming formulae (17) with the relevant prolongation, equation ω2 = ω̄2 (being
equivalent to the prolongation rule) may be omitted. (It may be nevertheless
useful for certain corrections of the remaining equations ω0 = ω̄0 and ω1 = ω̄1.)
The presence of invariants F as a rule essentially clarifies the calculations, e.g.,
the equalities F = F̄ can be substituted for a part (or the whole) system (19).

We shall mention the above discussed interesting case of only one “basical”
invariant F . Then covariant derivatives (25) also are invariants, in particular
∂F/∂ωi = G(F ) (i = 1, 2, 3) were systematically taken into account. One could
observe that we do not deal with invariant ∂F/∂ω0 in the above reasonings. The
reason is as follows: either ∂F/∂ω0 effectively involves the parameter A (if Fz′ 6= 0,
see (25)) and then ∂F/∂ω0 = 0 can be achieved, or ∂F/∂ω0 is a true invariant
but one can observe that the equation ∂F/∂ω0 = ∂F̄/∂ω̄0 is a consequence of the
system (19) and (the equalities ∂F/∂ωi = ∂F̄ /∂ω̄i (i = 1, 2, 3), hence) the equality
F = F̄ .

With this preparation, let us turn to the proper equivalences and let us deal
with the instructive case (74), hence both functions f and f̄ should be of this kind.
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We have the following equations determining the sought equivalences (17):
ω0 = ω̄0, ω1 = ω̄1, F = F̄ . We have omitted ω2 = ω̄2 as a consequence of trans-
formation equations. Analogously, the middle equation ω1 = ω̄1 can be replaced
by the transformation rule (182). So we may deal with

ω0 = ω̄0 ⇐⇒ A = Āϕ′ ⇐⇒ (Et + e(x))H(F ) = (Ēt̄ + ē(ϕ))H̄(F̄ )ϕ′ ,

equivalent to E = Ē, H̄(F̄ ) = H̄(F ) = H(F ),

e(x) = ē(ϕ)ϕ′ + E
M ′

M
(93)

in spite of t = z′/z, hence t̄ = z̄′/z̄ = (t + M ′/M)/ϕ′. Then

F = F̄ ⇐⇒ c(x)|ϕ′|1/E = c̄(ϕ)|M |CL ,(94)

f̄

ȳ
ϕ′ =

f

y
+

L′

L
⇐⇒ l(x) +

L′

L
= l̄(ϕ)ϕ′ + m

M ′

M
(95)

with H̄(F̄ ) = H(F ), m̄ = m and exploiting relations (93), (94). Thus (93)–(95)
are the necessary and sufficient conditions for the symmetry equivalence problem
of the Monge equation

y′ = f(x, y, z, z′) = {(Et+e(x))H(F )+mt+l(x)}y , F = c(x)|Et+e(x)|1/E |z|Cy

with respect to the pseudogroup of transformations (17).

Functional differential equations

12. Differential equation with deviation. Let us consider equations

y′(x) = f
(

x, y(x), y(ξ(x)), (y(ξ(x)))′
)

, x ∈ j ⊆ R ,
(′

=
d

dx

)

(96)

ȳ′(x̄) = f̄
(

x̄, ȳ(x̄), ȳ(ξ̄(x̄)), (ȳ(ξ̄(x̄)))′
)

, x̄ ∈ i ⊆ R ,
(′

=
d

dx̄

)

(97)

on definition intervals i, j.
We say that (96) is globally transformable into (97) if there exist two functions

ϕ, L such that

— the function L is of the class C1(j) and is nonvanishing on j;

— the function ϕ is a C1-diffeomorphism of the interval j onto i;

and the function

ȳ(x̄) = ȳ(ϕ(x)) = L(x)y(x)(98)

is a solution of (97) whenever y(x) is a solution of (96).
If (96) is globally transformable into (97), then we say that (96), (97) are

equivalent equations and moreover,

ξ̄(x̄) = ξ̄(ϕ(x)) = ϕ(ξ(x))(99)

is satisfied for deviations ξ̄(x̄), ξ(x).
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We get

ȳ(ϕ(x)) = L(x)y(x) , i.e.,

ȳ(ξ̄(x̄)) = ȳ(ξ̄(ϕ(x))) = ȳ(ϕ(ξ(x))) = L(ξ(x))y(ξ(x)) ,

using (99). Thus

z̄ = M(x)z ,

denoting z(x) = y(ξ(x)), M(x) = L(ξ(x)), z̄ = ȳ(ξ̄(x̄)) and assuming the equiva-
lence of equations (96)

y′(x) = f
(

x, y(x), z(x), (z(x))′
)

, x ∈ j ⊆ R
(′

=
d

dx

)

and (97)

ȳ′(x̄) = f̄
(

x̄, ȳ(x̄), z̄(x̄), (z̄(x̄))′
)

, x̄ ∈ i ⊆ R ,
(′

=
d

dx̄

)

rewritten as a Monge equations.

Assertion 1. For f given by (35), (36), A = b(x)|y|l|z|m and (40), A = b(x)|z|C+1,

respectively.

Any equation y′ = f(x, y, z, z′) is globally transformable into some equation

ȳ = f̄(x̄, ȳ, z̄, z̄′) if and only if (99) is satisfied for transformation (98) and

A = Āϕ′ ,
f̄

ȳ
ϕ′ =

f

y
+

L′

L

are identities on the whole interval i.

The assertion follows from the definition of global transformation (96) and re-
sults of Sections 5, 6, 7. In accordance with the instructive case (74) and results
of Section 11 we can formulate the following

Assertion 2. For f given by (74) − (83) and (85) − (90) and (91), (92) with

t = z′/z, respectively.

Any equation y′ = f(x, y, z, z′) is globally transformable into some equation

ȳ = f̄(x̄, ȳ, z̄, z̄′) if and only if (99) is satisfied for transformation (98) and

A = Āϕ′ , F = F̄ ,
f̄

ȳ
ϕ′ =

f

y
+

L′

L

are identities for the relevant f , A, F on the whole interval i.

13. Example.

Example. Let us deal with the instructive case (74) from the point of view of
global transformations. We consider equations

y′(x)

y(x)
=
(

Et + e(x)
)

H
(

c(x)|Et + e(x)|1/E |y(ξ(x))|Cy(x)
)

+ mt + l(x) ,
(′

=
d

dx

)

(100)



THE MOVING FRAMES FOR DEQ II 87

t = (y(ξ(x)))′

y(ξ(x)) , x ∈ j ⊆ R,

ȳ′(x̄)

ȳ(x̄)
=
(

Ēt̄ + ē(x̄)
)

H̄
(

c̄(x̄)|Ēt̄ + ē(x̄)|1/Ē |ȳ(ξ̄(x̄))|C ȳ(x̄)
)

+ mt̄ + l̄(x̄) ,
(′

=
d

dx̄

)

(101)

t̄ = (ȳ(ξ̄(x̄)))′

ȳ(ξ̄(x̄))
, x̄ ∈ i ⊆ R and a global transformation (98) with the property (99)

for ξ(x) 6= x and ξ̄(x̄) 6= x̄ on the interval j and i, respectively. Here e(x), l(x),
c(x) 6= 0, H, ē(x̄), l̄(x̄), c̄(x̄) 6= 0, H̄ are arbitrary functions, m, C, E 6= 0, m̄, C̄,
Ē 6= 0 costants. An equation (100) is globally transformable into (101) if and only
if the condition

(ȳ(ϕ(x)))′

ȳ(ϕ(x))
=

ȳ′(ϕ)

ȳ(ϕ)
ϕ′(x) =

L′(x)

L(x)
+

y′(x)

y(x)

is satisfied on the whole interval j. We have t̄ϕ′ = M ′/M + t for M = L(ξ), hence

L′

L
+ l̄ − m

M ′

M
− l̄(ϕ)ϕ′

= (Ēt + Ē
M ′

M
+ ē(ϕ)ϕ′)H̄

(

c̄(ϕ)

∣

∣

∣

∣

Ē
1

ϕ′
(
M ′

M
+ t) + ē(ϕ)

∣

∣

∣

∣

1/Ē

|M |C |y(ξ)|CLy

)

− (Et + e(x))H
(

c(x)|Et + e(x)|1/E |y(ξ(x))|Cy(x)
)

for arbitrary functions H, H̄, i.e., L′

L + l̄−mM ′

M − l̄(ϕ)ϕ′ = 0 and Ē M ′

M + ē(ϕ)ϕ′ =

e(x). Thus H = H̄ and

H

(

c̄(ϕ)

∣

∣

∣

∣

Ē
1

ϕ′
(
M ′

M
+ t) + ē(ϕ)

∣

∣

∣

∣

1/Ē

|M |C |y(ξ)|CLy)

)

=H
(

c(x)|Et + e(x)|1/E |y(ξ(x))|Cy(x)
)

is then equivalent to c(x)|ϕ′|1/E = c̄(ϕ)|M |CL. The necessary and sufficient con-
ditions (93)–(95) for the symmetry equivalence problem (local) are together with
(99) the necessary and sufficient conditions for the equivalence of the given equa-
tions by means of global transformation (98).
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[5] Cartan, E., Sur la structure des groupes infinis de transformations, Ann. Ec. Norm. 3-e
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